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Computation of Flow and Heat
Transfer in Rotating Rectangular
Channels „AR=4:1… With
Pin-Fins by a Reynolds Stress
Turbulence Model
Computations with multi-block chimera grids were performed to study the three-
dimensional turbulent flow and heat transfer in a rotating rectangular channel with
staggered arrays of pin-fins. The channel aspect ratio (AR) is 4:1, the pin length to
diameter ratio �H /D� is 2.0, and the pin spacing to diameter ratio is 2.0 in both the
stream-wise �S1 /D� and span-wise �S2 /D� directions. A total of six calculations have
been performed with various combinations of rotation number, Reynolds number, and
coolant-to-wall density ratio. The rotation number and inlet coolant-to-wall density ratio
varied from 0.0 to 0.28 and from 0.122 to 0.20, respectively, while the Reynolds number
varied from 10,000 to 100,000. For the rotating cases, the rectangular channel was
oriented at 150 deg with respect to the plane of rotation to be consistent with the con-
figuration of the gas turbine blade. A Reynolds-averaged Navier-Stokes (RANS) method
was employed in conjunction with a near-wall second-moment turbulence closure for
detailed predictions of mean velocity, mean temperature, and heat transfer coefficient
distributions. �DOI: 10.1115/1.2717935�

Keywords: pin-fins, rotating rectangular channels, internal cooling, near-wall Reynolds
stress model, chimera grids
ntroduction
Gas turbine stages are being designed to operate at increasingly

igher inlet temperatures to improve thermal efficiencies. Sophis-
icated cooling techniques must be employed to cool the compo-
ents to maintain the performance requirements. One method for
ooling the turbine blades is internal cooling. With internal blade
ooling, a small amount of air is extracted from the compressor,
nd the air is injected into the blades. Through forced convection,
he coolant air removes heat from the walls of the blade. The
arrow trailing edge of the turbine blade poses many challenges
rom both a cooling and manufacturing view. The trailing edge is
ery narrow, so the typical cooling techniques of jet impingement
nd ribbed channels cannot be employed due to manufacturing
onstraints. Pin-fins provide solutions to these problems. The use
f pin-fins to enhance heat transfer in cooling channels has been
he focus of many studies throughout the years.

Many experimental investigations have proven that pin-fins per-
orm better in low aspect ratio channels for gas turbine blades.

etzger et al. �1� studied the developing heat transfer of short
in-fins in stationary staggered arrays. They observed that the heat
ransfer coefficient gradually increases over the first several rows
f pins, reaches a maximum around the third row, and gradually
ecreases through the remaining rows of the array. Metzger and
aley �2� then studied the effects of pin material and pin spacing
n heat transfer in staggered arrays. They found that the array-
veraged Nusselt number values for the nonconducting pin-fins
losely followed the values of the conducting pin-fins. They also
howed that as the stream-wise spacing was increased, the Nusselt

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 5, 2005; final manuscript received

ugust 17, 2006. Review conducted by Karen Thole.

ournal of Heat Transfer Copyright © 20
number values decreased. Later, Metzger et al. �3� examined the
row resolved heat transfer variation in pin-fin arrays. VanFossen
�4� also investigated stationary cooling channels with pin-fin ar-
rays. The study showed that the heat transfer from an array of
short pins is lower than the heat transfer from an array of long
pins. It was also found that the heat transfer coefficients on the pin
surface were approximately 35% greater than those on the end-
wall. In a later study, Brigham and VanFossen �5� investigated the
effect of pin-fin length on the heat transfer coefficient and con-
cluded that the pin height-to-diameter ratio is the dominant factor
affecting the amount of heat transferred from short pin-fin arrays
�end walls included�. With the mass transfer technique, Chyu and
Goldstein �6� observed the peak distribution of the Sherwood
number and concluded that the staggered pin arrangement per-
forms better than inline arrangement.

In more recent studies, Chyu and Hsing �7� investigated the
effect of pin shape on heat transfer. They concluded that the cubic
pin-fin yields the highest heat transfer �in both staggered and in-
line arrays�, followed by the diamond and then the circular pin-
fins. Chyu et al. �8� also studied the heat transfer contribution of
pin-fins and end walls in pin-fin arrays. This study found that
conducting pin-fins have a significantly higher heat transfer coef-
ficient �10–20%� than the end walls. Uzol and Camci �9� investi-
gated the end wall heat transfer and total pressure loss within
various arrays of pin-fins. This investigation used a liquid crystal
technique to measure the end wall heat transfer downstream of
two rows of fins. This study compared the heat transfer enhance-
ment of circular pins and two elliptical pin-fin arrays. They found
that the heat transfer in the wake of circular pins is 25% higher
than that of the elliptical arrays. However, the elliptical geometry
is viewed as a more desirable configuration due to the relative
small pressure drop penalty �when compared to the circular array�.
Hwang et al. �10,11� presented experimental heat transfer and

JUNE 2007, Vol. 129 / 68507 by ASME
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ressure drop results for air flows through trapezoidal pin-fin
hannels with the liquid crystal technique. They concluded that
traight wedge duct with a staggered pins array produces the high-
st heat transfer coefficient enhancement with a moderate pressure
rop penalty.

Lau et al. �12� conducted experiments to study the effects of
ateral ejection through slots on the local wall heat transfer and the
ressure drop for turbulent flow through a pin fin channel. They
ound that the heat transfer is higher in the vicinity of the ejection
lots adjacent to the channel entrance. Lau et al. �13� conducted
xperiments to study the effects of lateral flow ejection on the
verall heat transfer and pressure drops. They found that the over-
ll Nusselt number decreased by as much as 25% as the ejection
atio was increased. Lau et al. �14� also examined the effects of
he length of the trailing edge holes on the heat transfer, pressure
rops, and mass flow rates in pin fin channels.

In an experiment conducted by Willett and Bergles �15�, the
eat transfer in rotating channels with conducting pin-fins was
tudied. They found that the heat transfer enhancement due to
otation and buoyancy was much less than the enhancement ob-
erved from their study of a smooth narrow duct �16�. They
howed that pin-fins significantly reduce the effect of rotation, but
hey do not eliminate the effect. Wright et al. �17� studied a stag-
ered array of pins under the rotating condition and found that the
eat transfer in a stationary pin-fin channel can be enhanced up to
.8 times that of a smooth channel, and they confirmed the finding
f Willett and Bergles �15� that the effect of rotation is mitigated
n the pin-fin channel.

Table 1 Summary of cases studied

ase no. Ro �� /�
�

�deg� Re

1 0.00 0.122 ¯ 10,000 �12 rows�
2 0.00 0.122 ¯ 10,000 �6 rows�
3 0.14 0.122 150 10,000 �6 rows�
4 0.00 0.122 ¯ 20,000 �6 rows�
5 0.00 0.122 ¯ 100,000 �6 rows�
6 0.14 0.122 150 100,000 �6 rows�
7 0.28 0.2 150 100,000 �6 rows�

Fig. 1 Geometry and conceptual vi
angular duct „AR=4:1… with pin-fins
86 / Vol. 129, JUNE 2007
Although heat transfer and pressure drop results are available in
the open literature for flows through pin-fin channels with stag-
gered and aligned pin-fin arrays, pin-fins of various shapes, full
length and partial length pin-fins, and different channel inlet and
exit conditions, there are very few data available on the effects of
rotation on the heat transfer and flow distributions for pin-fin
channels. Furthermore, most of the experimental investigations
for rotating pin-fin channels are limited to relatively low rotation
number and low Reynolds number conditions and provide only
regionally averaged Nusselt number distributions. Therefore, it is
desirable to develop advanced numerical methods to facilitate
more detailed understanding of the three-dimensional flow and
heat transfer characteristics for pin-fin channels under high rota-
tion number, high density ratio, and high Reynolds number con-
ditions.

During the past decade, numerical methods have been used

of the rotating channel for the rect-

Fig. 2 Numerical grid for „a… full channel and „b… one-half
ew
channel
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xtensively for the prediction of three-dimensional flow and heat
ransfer in rotating rectangular channels with rib turbulators under
arious combinations of rotation number, Reynolds number, chan-
el aspect ratio, and channel orientation. However, there are very
ew numerical studies on the pin-fin channels. Moreover, the few
umerical studies in the literature primarily focus on the cooling
echniques in electric circuit cooling or the shell and tube heat
xchangers. Although there are some similarities with the pin-fin
hannels in gas turbine blades, these simulation results are not
irectly applicable for turbine blade cooling applications at high
eynolds number and high rotation number conditions.
Recently, Donahoo et al. �18� employed a Galerkin finite ele-
ent procedure to perform a 2D study of a staggered cross pin

rray to determine an optimal row spacing considering both heat
issipation and required pumping power. Subsequently, Donahoo
t al. �19� performed a 3D calculation with the k-� turbulence
odel to study the same problem including the end wall effects.
ore recently, Hamilton et al. �20� used the ANSYSTM commer-

ial code to model the incompressible fluid flow in a pin-fin chan-
el using the standard k-� turbulence model in conjunction with
he Van Driest coupling model for the wall region.

The present study is concerned with the numerical prediction of
ow and heat transfer characteristics for rectangular pin-fin chan-
els under high Reynolds number, high rotation number, and high
ensity ratio conditions. There are very few numerical studies for
ooling channels under high rotation number and high Reynolds
umber conditions. Recently, Su et al. �21� employed the RANS
ethod of Chen et al. �22� and performed a parametric study of
ow and heat transfer in a rectangular cooling channel with
-shaped ribs over a wide range of Reynolds numbers �10,000–
00,000�, rotation number �0–0.28�, and coolant-to-wall density
atio �0.122–0.4�. In the present study, the RANS method of Chen
t al. �22� is further generalized to incorporate the chimera grid
mbedding technique of Hubbard and Chen �23� and Chen et al.
24� to facilitate efficient simulation of detailed three-dimensional
ow and heat transfer in stationary and rotating pin-fin channels
nder high Reynolds number and high rotation number condi-
ions. Calculations were performed using both the two-layer k-�

odel and the near-wall second-order Reynolds stress model �i.e.,

Fig. 3 Grid refinement study for chann
=100,000, Ro=0.0
econd-moment closure� of Chen et al. �22�. However, only the

ournal of Heat Transfer
second-moment results are presented since the Reynolds stress
model provides significantly more accurate prediction of the heat
transfer coefficients. In the second-moment closure model, all six
Reynolds stresses are computed directly for accurate resolution of
the Reynolds stress anisotropy induced by the horseshoe vortices
and channel rotation. It should also be remarked that the Reynolds
stress turbulence model requires only 38% more CPU time in
comparison with the two-layer k-� model because the most time-
consuming part of the computation is the coupling between the
pressure and the mean velocity field, but not the turbulence quan-
tities.

Description of the Problem
A schematic diagram of the pin-fin configuration used in the

present study is shown in Fig. 1. This test section shown in Fig.

B at „a… Re=10,000, Ro=0.0 and „b… Re

Fig. 4 Velocity vectors and dimensionless temperature †�
= „T−Ti… / „Tw−Ti…‡ contours in the middle plane of symmetry of
el
the nonrotating channel „Re=10,000, �� /�=0.122…

JUNE 2007, Vol. 129 / 687
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�a� has 12 rows of pins in the flow direction and is identical to
hat used by Wright et al. �17� in their experimental investigations.
or the nonrotating case, the flow is symmetric with respect to
oth the y and z coordinates at each longitudinal cross-section.
herefore, it is possible to simulate only one-quarter of the chan-
el cross-section but include all 12 rows of pin-fins. Under rotat-
ng conditions, however, the flow is no longer symmetric due to
he presence of centrifugal and Coriolis forces induced by the
hannel rotation. Consequently, it will be necessary to include the
ull channel cross-section for the rotating pin-fin channels. Due to
he limitation in available computer resources, the present rotating
hannel flow simulations were performed for the full channel
ross-section but with only six rows of pin-fins, as shown in Fig.
�b�. The channel has a rectangular cross-section with a channel
spect ratio �AR� of 4:1. Of the four side walls, the two in the
otational direction are denoted as the leading and trailing sur-
aces, while the other two are denoted as the inner and outer
urfaces. The channel hydraulic diameter, Dh, is 0.8 in. �2.03 cm�.
he distance from the inlet of the channel to the axis of rotation is
iven by Rr /Dh=20.0. The channel consists of an unheated
mooth starting section �L1 /Dh=10.3�, a heated section with pins
L2 /Dh=7.5 for channel A and L2 /Dh=3.75 for channel B in Fig.
�, and an unheated smooth exit section �L3 /Dh=5.00�. A sum-
ary of all six cases studied is given in Table 1.

omputational Procedure

Overview. The Reynolds-averaged Navier-Stokes �RANS�
quations in conjunction with a near wall Reynolds stress turbu-
ence model are solved using the chimera RANS method of Chen
t al. �22�. The governing equations with the second-moment clo-
ure turbulence model for Reynolds stresses and turbulent heat
uxes were described in detail by Chen et al. �22� and will not be
epeated here. The flow is considered to be incompressible since
he Mach number is quite low. However, the density in the cen-
rifugal force terms is approximated by �=�oTo /T to account for
he density variations caused by the temperature differences,
here �o and To are the density and temperature at the inlet of the

Fig. 5 Dimensionless temperature †�= „T
and the trailing surface of nonrotating cha
ooling channel. In general, the density is also a function of the

88 / Vol. 129, JUNE 2007
rotating speed because the centrifugal force creates a pressure
gradient along the duct. In the experiments of Wright et al. �17�,
the maximum pressure variation between the channel inlet and the
exit is approximately 0.0113 atm for the highest rotation number
of 0.28 �i.e., �=550 rpm� considered in the present study. This
gives a maximum density variation of approximately 1.1% from
the inlet to the exit of the duct at the highest rotation number.
Therefore, it is reasonable to omit the density variation caused by
the pressure gradients induced by the channel rotation.

Boundary Conditions. For both channels A and B in Fig. 1, a
uniform velocity profile was used at the inlet of the duct �X=0�.
The unheated length �L1� was long enough for the velocity profile
to achieve the fully developed turbulent profile before the heating
start-point �X=L1�. At the exit of the duct, zero-gradient boundary
conditions were specified for the mean velocity and all turbulent

i… / „Tw−Ti…‡ contours close to the pin-fins
l „Re=10,000, �� /�=0.122…

Fig. 6 Horseshoe vortices and dimensionless temperature †�
= „T−Ti… / „Tw−Ti…‡ contours around pin-fins in the nonrotating
−T
nne
channel „Re=10,000, Ro=0.0, �� /�=0.122…

Transactions of the ASME
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uantities, while linear extrapolation was used for the pressure
eld. The coolant fluid at the inlet of the duct is air at uniform

emperature T=To �i.e., �= �T−To� / �Tw−To�=0�. The wall tem-
erature of the unheated sections is kept constant at T=To ��
0� while the wall temperature of the heated section �leading,

railing, inner, outer, and wall of pins� is kept constant at T=Tw
�=1� for channel B. For channel A, the symmetric boundary
ondition was used on the planes of symmetry in the y and z
irections.

Computational Grid Details. Figure 2�a� shows the computa-
ional grid around the pins that model channel A with the AR
4:1 in Fig. 1�a�. In this multi-block chimera grid system, the
omputational domain was divided into 25 overlapping and em-
edding chimera grid blocks �one block is for the rectangular duct
nd the other 24 blocks are for the pins� to simplify the grid
eneration process. Figure 2�b� shows the computational grid
round the pins that models channel B �Fig. 1�b��, which has a
otal of six rows of pins. In the present chimera domain decom-
osition approach, the PEGSUS program of Suhs and Tramel �25�
as employed to identify the hole points to be blanked out during

he computations and determine the interpolation information for
he hole fringe points and the block boundary points. Furthermore,
he grid-interface conservation technique of Hubbard and Chen
23� was employed to ensure the conservation of mass and mo-
entum in the overlap region between different computational

rid blocks. The present chimera grid system also greatly facili-
ates selective grid refinements in areas of high gradients without
ignificant increase of the overall computing time. To provide ad-
quate resolutions of the viscous sublayer and buffer layer adja-
ent to a solid surface, the minimum grid spacing for the Re
10,000 cases is maintained at 10−3 of the hydraulic diameter,
hich corresponds to a wall coordinate, y+, on the order of 0.3;

he minimum grid spacing for the Re=100,000 cases is main-
ained at 2�10−5 of the hydraulic diameter, which corresponds to
all coordinate y+ on the order of 0.3. For the numerical grid �B�,

he number of grid points in the rectangular duct is 296�171
33 and the number of grid points for each pin is 62�31�33;

he identical grid distribution was applied in numerical grid �A�.
he total number of grid points is just over 3 million. Figures 3�a�

ig. 7 Comparison between the calculated and measured
usselt number ratios for the nonrotating duct with 12 rows of
in-fins „Re=104, �� /�=0.122…
nd 3�b� present grid refinement studies for Re=10,000 and
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100,000, respectively, which indicates the present simulation re-
sults are nearly grid independent. In all calculations, the root-
mean-square �rms� and maximum absolute errors for both the
mean flow and turbulence quantities were monitored for each
computational block to ensure complete convergence of the nu-
merical solutions, and a convergence criterion of 10−5 was used
for the maximum rms error.

Results and Discussion

Velocity and Temperature Fields. As summarized in Table 1,
computations were performed with the Reynolds number �Re�
ranging from 104 to 105, rotation number �Ro� from 0 to 0.28, and
inlet coolant to wall density ratio ��� /�� from 0.122 to 0.2, and,
for the rotating cases, the channel orientation was fixed at
150 deg.

Figure 4 shows the velocity vector field and dimensionless tem-
perature contours ��� on the middle plane of symmetry between
the leading and trailing surfaces for the nonrotating duct with 12
rows �case 1� of pin-fins. As noted earlier, computations were
performed for only one-quarter of the channel since the flow is
symmetric with respect to both y and z coordinates. As the flow
approaches the first row of pin-fins, it accelerates around the cir-
cular pin-fins and boundary layer flow separation is observed
downstream of the pin-fins. A pair of counter-rotating vortices are
formed on the downstream face of each pin-fin. Due to the narrow
span-wise spacing �S2 /D=2� between the pin-fins, the mainstream
flow accelerates in the gap region before impinging on the leading
edge of the second row of pin-fins, which are staggered to the first

Fig. 8 Nusselt number ratio contours on „a… the leading sur-
face, „b… the trailing surface, and „c… the pin-fin surface for
lower Reynolds number „Re=10,000… cases
row pin-fins. In the present staggered pin-fin arrangement, the
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Fig. 9 Comparison between the calculated and measured Nusselt number ratios for the nonrotating and rotating ducts:
„a… Re=10,000, Ro=0; „b… Re=10,000, Ro=0.14; and „c… Re=20,000, Ro=0
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oolant accelerates toward the leading edge of each pin and high
eat transfer is produced on the front face of the pin-fin surface.
s the mainstream flow is directed through the narrow passages
etween the second row of pin-fins, it also has a desirable effect of
ccelerating the wake flow behind the first row of pin-fins, and
ence reduces the size of the separation bubble behind the first
ow. The relatively small pin-fin spacing �S1 /D=2� in the stream-
ise direction also limited the longitudinal extent of the upstream
in-fin wakes to less than one pin-fin diameter due to strong mix-
ng between the mainstream flow and the pin-fin wakes.

As the mainstream flow moves around the second row of pin-
ns, boundary layer separation occurs again and new wakes are
ormed downstream of the pin-fins. The mainstream flow is redi-
ected towards the leading edge of the third row pin-fins. The flow
attern around the third row pin-fins is similar to that observed
arlier for the second row pin-fins except near the side wall re-
ions. Due to the staggered pin-fin arrangement, there is strong
nteraction between the pin-fins and side walls for the odd row
in-fins. On the other hand, the side wall effects are negligible for
ven row pin-fins. It can be clearly seen from both the temperature
ontours and velocity vector plots that the wakes are skewed be-
ind the odd row pin-fins since the wake flow is only partially
locked by the even row pin-fins in the side wall regions. A de-
ailed examination of the temperature and velocity profiles indi-
ate that the flow is sufficiently mixed with nearly periodic flow
atterns beyond the third row pin-fins. It should also be noted that
he wakes behind the last row of pin-fins are considerably wider
nd longer than those observed in previous rows due to the ab-
ence of a downstream row of pin-fins.

It is quite clear that the dimensionless temperature contours
hown in Fig. 4 are closely related to the mainstream and second-
ry flow patterns induced by the pin-fins. The temperature is rela-
ively low in the leading edge region of each pin-fin due to the
mpingement of the cooler mainstream fluid. On the other hand,
he temperature is high immediately downstream of each pin-fin
ue to flow separation in the wake region. Near the side walls, the

Fig. 10 Effect of rotation on spanwise
lower Reynolds number „Re=10,000… ca
emperature is relatively low adjacent to odd row pin-fins due to
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the impingement of cooler mainstream fluid on the end walls.
Figure 5 shows the dimensionless temperature contours on the

planes near the trailing �or leading� surface of the nonrotating
channel, as well as the pin-fin surfaces �Y /D=0.001�. Two differ-
ent views, from upstream and downstream, of the channel are
presented to provide a better understanding of the three-
dimensional temperature around the leading and trailing edges of
the pin-fins. It is clearly seen that the temperature is low on the
front face of the pin-fins due to the impingement of the main-
stream flow on the pin-fin leading edge. There is also a distinct
low temperature region around the junction of each pin and the
end wall. This ring-shaped low temperature region is produced by
the horseshoe vortices that wrap around the junction of the pin-fin
and channel end walls as shown in Fig. 6. The horseshoe vortices
bring cooler fluid from the core region of the channel toward the
channel end walls and produce high heat transfer on the leading
and trailing surfaces of the cooling channel. On the other hand,
the temperature on the downstream face of the pin-fins is quite
high due to flow separation in the pin-fin wake.

It is interesting to note that the temperature of the second row
pin-fins is lower than that of the first row since the mainstream
flow accelerates between the first row pin-fins before impinging
on the leading edge of the second row pin-fins. After the second
row, the coolant temperature increases gradually downstream to-
ward the channel exit. In general, the pin-fins induced strong tur-
bulent mixing between the coolant in the core region and the
hotter air near the channel end walls and pin-fins. The heat trans-
fer is also enhanced around the junction of pin-fins and channel
end walls due to the horseshoe vortices.

Heat Transfer Coefficient Distribution. The Nusselt numbers
presented here are normalized with a smooth tube correlation by
Dittus-Boelter for fully developed, turbulent, nonrotating, tube
flow:

0.8 0.4

eraged Nusselt number ratios for the
-av
ses
Nuo = 0.023Re Pr �1�
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Effect of Rotation on Heat Transfer Coefficient
istribution. Figure 7 shows the local Nusselt number ratio con-

ours on the trailing surface of the channel and the pin-fin surfaces
or case 1 with 12 rows of pins. For completeness, the spanwise-
veraged Nusselt number distributions were also calculated to
rovide a better understanding on the heat transfer enhancement
ue to the pin-fins. The numerical results indicate that the highest
usselt number ratios are observed on the leading edge region of

he pin-fins, while lowest Nusselt number ratios are observed in
he wake region on the downstream face of the pin-fins. On the
eading and trailing surfaces of the cooling channel, the Nusselt
umber ratio is high around the junction of the pin-fins and chan-
el end walls due to the presence of the horseshoe vortices. It is
lso noted that the Nusselt number ratio for the first row pin-fins is
uite low since the first row pins are exposed to uniform main-
tream flow. In subsequent pin-fin rows, the Nusselt number ratio
ncreases dramatically due to the acceleration of mainstream flow
n the narrow gap between the pin-fins and the impingement of

ainstream flow on the leading edge of the pin-fins.
It is noted that the spanwise-averaged Nusselt number ratio

istribution reaches a maximum value on the third row and re-
uces only slightly downstream toward the channel exit. This sug-
ests that the coolant is well mixed after the third row and exhibits
nearly periodic flow pattern in subsequent rows. In general, the

panwise-averaged Nusselt number ratio is high �Nu/Nu0

5–6.6� around the pin-fins but drops to approximately 2 be-
ween two rows of pin-fins. It is also interesting to note that the
panwise-averaged Nusselt number is higher around the odd num-
er rows �except for the first row� since there are four pins on the
dd number rows compared to three pins for the even number
ows. Finally, it is also worthwhile to note that the calculated
egionally averaged �spanwise-averaged over certain S /Dh value�
usselt number ratios are in close agreement with the experimen-

al data of Wright et al. �17�. This clearly demonstrates the capa-
ility of the present near-wall second-order Reynolds stress clo-
ure model for accurate prediction of the heat transfer
nhancement in pin-fin channels.

After successful validation of the present numerical method for
he nonrotating rectangular channel with 12 rows of pin-fins, cal-
ulations were then performed for rotating pin-fin channels to in-
estigate the effects of rotation. Since the flow is no longer sym-
etric with respect to the y and z coordinates under rotating

onditions, it is necessary to simulate the full channel configura-
ion in order to correctly resolve the effects of the centrifugal and
oriolis forces. Due to the limitation of available computer re-

ources, it was feasible for us to simulate only six rows of pin-fins
or the full channel configurations �i.e., channel B�. This is a rea-
onable simplification since the experimental data of Wright et al.
17� indicates that the Nusselt number ratio changes only slightly
fter the third row of pin-fins for both the nonrotating and rotating
hannel configurations. Calculations were performed for six dif-
erent combinations of rotation number, Reynolds number, and
oolant-to-wall density ratios as shown in Table 1 �cases 2–7� for
hannel B. Note that the simulation for the Re=10,000 nonrotat-
ng case �case 2� was repeated with six rows of pin-fins to facili-
ate a direct comparison on the effects of rotation and Reynolds
umber for channel B.

Figure 8 shows the local Nusselt number ratio contours on the
eading and trailing surfaces of the channel and pin-fin surfaces
or the nonrotating and rotating channels with six rows of pins.
igures 8�1a� and 8�1b� show that the Nusselt number ratio dis-

ribution is the same on both the leading and trailing surfaces for
he nonrotating case. Similar to those observed in Fig. 7 for 12
ows of pins, the highest Nusselt number ratios are located on the
eading edge region of pin-fins, while the lowest Nusselt number
atios are located in the wake region near the leading and trailing
urfaces of the nonrotating channel. Also, the Nusselt number ra-
ios on the pin surface of the third and fourth rows of pin-fins are

igher than those observed on the other four rows.

92 / Vol. 129, JUNE 2007
In the rotating duct shown in Figs. 8�2a� and 8�2b�, the rotation
number is 0.14 while the density ratio is kept at 0.122. Compared
to the nonrotating case, it is seen that the channel rotation leads to
a small increase in the Nusselt number ratios on the trailing sur-
face while the Nusselt number ratio on the leading surface
changes only slightly. It is also noted that the channel rotation has
negligible effect on the Nusselt number distributions on the pin-fin
surfaces. In general, the combined effects of the centrifugal and
Coriolis forces push the cooler fluid toward the trailing surface for
the one-pass channel with radially outward flow. However, the
rotation-induced secondary flow is not strong enough to change
the turbulent mixing pattern around the short and densely spaced
pin-fins.

Figures 9�a� and 9�b� show the spanwise-averaged Nusselt
number ratios for the nonrotating �case 2� and rotating �case 3:
�=150 deg� pin-fin channels, respectively, at Re=10,000 and
�� /�=0.122. In addition, the spanwise-averaged Nusselt number
ratios for the nonrotating �case 4� pin-fin channels at Re=20,000
and �� /�=0.12 are also presented in Fig. 9�c�. Regionally aver-
aged �spanwise averaged over certain S /Dh value� Nusselt number
ratios were also computed and compared to the corresponding
experimental data of Wright et al. �17� for the same cases. In
general, the numerical predictions are in good agreement with the
experimental data for both the rotating and nonrotating cases, ex-
cept for the inlet of the nonrotating case and the exit of the rotat-
ing case. This discrepancy may be partially attributed to the con-
stant wall temperature boundary condition used in the present
calculations in comparison with the constant wall heat flux bound-
ary condition used in the measurement.

Figure 10 shows the effect of channel rotation on the numeri-
cally predicted spanwise-averaged Nusselt number ratio distribu-
tions. It is noted that the spanwise-averaged Nusselt number dis-
tributions on both the leading and trailing surfaces show periodic
peaks, as those seen earlier in Fig. 7. The two highest peaks cor-
respond to the first and third rows of pin-fins and are caused
primarily by the impingement of mainstream flow on the leading
edge region of the four pins. The lower peaks are corresponding to
the even number rows with three pins, while the lowest Nusselt
number ratios are located in the wake region between two rows of
pin-fins. As noted earlier, channel rotation leads to a small in-
crease in the Nusselt number on the trailing surface and a very
slight decrease in the Nusselt number on the leading surface. The
maximum Nusselt number is located at the channel inlet where the
thermal boundary layer is very thin. The peak values of the Nus-
selt number ratio occur next to the odd rows �first, third, and fifth
rows� of pin-fins as a result of flow impingement in the narrow
gap region between the pin-fins and side walls. The lowest Nusselt
number ratios are observed around the second and fourth rows,
where the interaction between the pin-fins and side walls is weak.
It is also noted that the channel rotation has negligible effects on
the magnitude of the spanwise-averaged Nusselt number ratios on
side walls.

Effect of High Reynolds Number on Heat Transfer Coeffi-
cient Distribution. In addition to the low Reynolds number cases
presented above �cases 2, 3, and 4�, calculations were also per-
formed for high Reynolds number, high density ratio, and high
rotation number cases �i.e., cases 5–7�, which are closer to the
cooling configurations of power generation turbine blades. In
these calculations, the Reynolds number is increased from 104 to
105, the rotation number is doubled from 0.14 to 0.28, and the
density ratio is increased from 0.122 to 0.2.

Figure 11 shows the detailed Nusselt number ratio contours on
the leading and trailing surfaces of the channel with six rows of
pins for the high Reynolds number cases. Similar to those ob-
served in the low Reynolds number cases, the highest Nusselt
number ratios are located on the leading edge region of pin-fins,
and the lowest Nusselt number ratios are found in the wake region
on the leading and trailing surfaces. The maximum Nusselt num-

ber ratio is also attained at the third and fourth rows. A compari-
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on of the detailed Nusselt number ratio distributions on the lead-
ng, trailing, and pin-fin surfaces indicate that the channel rotation
as negligible effect on the heat transfer augmentation. This is to
e expected since the Nusselt number for a smooth duct �propor-
ional to Re0.8� is already very high due to high turbulence and a
igh temperature gradient in the boundary layer.

Figure 12 shows the spanwise-averaged Nusselt number ratios
or the nonrotating duct at three different Reynolds numbers of
04, 2�104, and 105. It is seen that the Nusselt number ratios
ecrease sharply on all four walls as the Reynolds number in-
reases. This indicates that the pin-fins produce more heat transfer
nhancement �in comparison to turbulent flow in a smooth duct�
or lower Reynolds number flows. However, the actual Nusselt
umbers are much higher for the high Re cases because the Nuo
or the smooth duct �proportional to Re0.8� is already very high in
hese cases due to the high turbulence and high temperature gra-
ient in the boundary layer.

Effect of Rotation and Density Ratio on Heat Transfer Co-

Fig. 11 Nusselt number ratio contours
surface, and „c… the pin-fin surface for h
fficient Distribution. Figure 13 shows a comparison of the

ournal of Heat Transfer
spanwise-averaged Nusselt number ratios for high Reynolds num-
ber cases under nonrotating �case 5� and rotating with Ro=0.14
�case 6� and Ro=0.28 �case 7� conditions. It is seen that the effect
of channel rotation has only minor effects on the heat transfer
enhancement even if the rotation number is doubled from 0.14 to
0.28 and the density ratio is increased from 0.122 to 0.20. It is
quite obvious that the rotation-induced secondary flow is not
strong enough to change the flow and heat transfer characteristics,
which are dominated by strong turbulent mixing induced by pin-
fins and high Reynolds number boundary layer flow.

Prediction of Flow Friction Factor. Figure 14 shows the
spanwise-averaged friction factor ratio Cf /Cf0 for the heated sec-
tion of all three nonrotating channels at Re=10,000, 20,000, and
100,000. It is seen that the flow impingement on pin-fins’ front
surface results in high friction near the leading edge of the pin-
fins. Behind the pin-fins, the friction factor ratios are low due to
flow separation in the wake region. On the side walls, the friction
factors are high adjacent to the odd rows of pin-fins due to strong
flow acceleration in the narrow gap between the side walls and the

„a… the leading surface, „b… the trailing
Reynolds number „Re=100,000… cases
on
igh
odd-row pin-fins as shown earlier in Fig. 4�b�. The friction factors
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round the even-row pin-fins are considerably lower since those
in-fins are much farther away from the side walls compared to
he odd-row pin-fins. Figure 14 also shows the effect of Reynolds
umber on the spanwise-averaged friction factor ratios for the

Fig. 12 Effect of Reynolds number on
for a nonrotating duct „Ro=0.0, �� /�=0

Fig. 13 Effects of rotation and density

ber ratios for high Reynolds number „Re=

94 / Vol. 129, JUNE 2007
nonrotating ducts. It is seen that the friction factor ratio reduces
when the Reynolds number was increased from 10,000 to
100,000. The actual friction factors are even lower for the higher
Reynolds number cases since Cf0 is proportional to Re−0.25.

nwise-averaged Nusselt number ratios
2…

io on spanwise-averaged Nusselt num-
spa
rat

100,000… cases
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For completeness, the pressure drop across the pin-fin arrays
ere also evaluated in terms of the friction coefficient as defined

n Metzger et al. �26�:

f =
�P

2�Vmax
2 N

here �P is the pressure drop, � is the fluid density, Vmax is the
ean streamwise velocity in the minimum free flow area, and N is

he number of pin-fin rows. Since the pressure data are not avail-
ble in Wright et al. �17�, we shall compare the predicted friction
oefficients for the present cases with the measurement data and
xperimental correlations of Metzger et al. �26� as shown in Fig.
5. It should be noted that the experimental correlations of
etzger et al. �26� were obtained for various combinations of

pacing ratio and pin height to diameter ratios, and the majority of
he experimental data fall within ±15% of the correlation curve.
he predicted friction coefficients are about 6% to 14% lower

han the correlation curve, which is within the scatter of the ex-
erimental data. This clearly demonstrated the capability of the
resent near-wall Reynolds stress closure model for accurate pre-
iction of the pressure drop in nonrotating pin fin channels.

onclusions
A multi-block RANS method was employed to predict three-

imensional flow and heat transfer in a rotating rectangular �AR
4:1� channel with pin-fins. It predicted fairly well the complex

hree-dimensional flow and heat transfer characteristics resulting
rom the large channel aspect ratio, rotation, centrifugal buoyancy
orces, and channel orientation. Main findings from this study are
ummarized as follows:

1. The Nusselt number ratios predicted by the second moment
closure model for both the nonrotating and rotating cases are
in good agreement with the measurements in the range of

Fig. 14 Effect of Reynolds number on frictio
experimental Reynolds number.

ournal of Heat Transfer
2. The pin-fins are very effective in heat transfer enhancement
due to turbulent mixing caused by flow separation around
the pin-fins and the formation of horseshoe vortices in the
junction between the pin-fins and channel walls.

3. The Nusselt number ratio reaches a maximum value around
the third row and decreases slightly towards the channel
exit.

4. Both the rotation and density ratio have only minor effects
on the heat transfer enhancement.

5. High Reynolds numbers tend to reduce the heat transfer en-
hancement effect of the pin-fins when compared to turbulent
flow in a smooth duct.

actor ratios for nonrotating pin-fin channels

Fig. 15 Comparison of predicted friction coefficients with ex-

perimental correlations for nonrotating pin-fin channels

JUNE 2007, Vol. 129 / 695



A

p
T
s
t
c
T
s
a

N

R

6

6. The predicted friction coefficients are in good agreement
with the experimental correlation curve.
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omenclature
AR � channel aspect ratio
Cf0 � friction factor fully developed turbulent nonro-

tating tube flow �=0.078 Re−0.25�
D � pin diameter

Dh � hydraulic diameter, m
D � pin diameter, m
H � pin length, m
h � heat transfer coefficient, qw / �Tw−Tb�,

W/ �m2°C�
k � thermal conductivity of coolant, W/ �m2°C�

L1 � unheated smooth starting section of the chan-
nel, m

L2 � heated section of the channel, m
L3 � unheated smooth exit section of the channel, m

Nu � local Nusselt number, hDh /k
Nuo � Nusselt number in fully developed turbulent

nonrotating tube flow
Pr � Prandtl number
Re � Reynolds number, WbDh /	

Rem � array Reynolds number, VmaxD /	
Ro � rotation number, �Dh /Wb
Rr � radius from axis of rotation, m
S � streamwise distance, m

S1 � pin streamwise spacing
S2 � pin spanwise spacing
T � local coolant temperature, °C

Tb � bulk mean temperature, °C
To � coolant temperature at inlet, °C
Tw � local wall temperature, °C

Vmax � average streamline velocity at minimum flow
area, m/s

Wb � bulk velocity in streamwise direction, volume
flow rate/area, m/s

� � channel orientation measured from direction of
rotation

� � density of coolant, kg/m3

�� /� � inlet coolant-to-wall density ratio, �Tw−To� /Tw

� � rotational speed, rad/s
� � dimensionless temperature, �T−To� / �Tw−To�
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Experimental Model of
Temperature-Driven Nanofluid
This paper presents a systematic experimental method of studying the heat transfer be-
havior of buoyancy-driven nanofluids. The presence of nanoparticles in buoyancy-driven
flows affects the thermophysical properties of the fluid and consequently alters the rate of
heat transfer. The focus of this paper is to estimate the range of volume fractions that
results in maximum thermal enhancement and the impact of volume fraction on Nusselt
number. The test cell for the nanofluid is a two-dimensional rectangular enclosure with
differentially heated vertical walls and adiabatic horizontal walls filled with 27 nm
Al2O3–H2O nanofluid. Simulations were performed to measure the transient and steady-
state thermal response of nanofluid to imposed isothermal condition. The volume fraction
is varied between 0% and 8%. It is observed that the trend of the temporal and spatial
evolution of temperature profile for the nanofluid mimics that of the carrier fluid. Hence,
the behaviors of both fluids are similar. Results shows that for small volume fraction,
0.2���2% the presence of the nanoparticles does not impede the free convective heat
transfer, rather it augments the rate of heat transfer. However, for large volume fraction
��2%, the convective heat transfer coefficient declines due to reduction in the Rayleigh
number caused by increase in kinematic viscosity. Also, an empirical correlation for Nu�

as a function of � and Ra has been developed, and it is observed that the nanoparticle
enhances heat transfer rate even at a small volume fraction. �DOI: 10.1115/1.2717239�

Keywords: nanofluids, heat transfer, buoyancy, experiments, volume fraction, Nusselt
number, Rayleigh number, empirical correlation
Introduction
Buoyancy-driven nanofluids are self-propelled nanofluid sys-

ems whose motion results from density difference. It has poten-
ial applications in the microelectromechanical systems �MEMS�
nd electronics cooling industry. Nanofluid cooling technology
ay be used in engines, superconducting magnets, and supercom-

uters where densely packed chips generate much heat, thermal
anagement of electronics �1�, energy supply and production, and

ransportation �2�. Nanofluid is a mixture of carrier fluid and sus-
ended metallic nanoparticles. Since the thermal conductivity of
etallic solids are typically orders of magnitude higher than that

f fluids it is expected that a solid/fluid mixture will have higher
ffective thermal conductivity compared to the carrier fluid. The
resence of the nanoparticles changes the transport properties of
he fluid, thereby increasing the effective thermal conductivity,
hich ultimately enhance the heat transfer rate of nanofluid. In

ddition to the high effective thermal conductivity, the motion of
he nanofluid induced by buoyancy force, Brownian motion, bal-
istic phonon transport, layering at the solid/liquid interface, ther-

al dispersion, and clustering of nanoparticles also augments the
eat transfer rate through convective mechanism. The motion of
he nanoparticles will also enhance the rate of heat transfer �3�.

Nanofluid has significant advantages over conventional fluid
ith micron size or even millimeter size metallic particles. Sev-

ral investigations on solid/fluid mixture containing micro- and/or
illimeter sized metallic particles are available in the literature

nd monographs �4–8�. Reports from numerous studies show that
he presence of microsize particles in a micrometer-particle/fluid
ow leads to significant loss in pressure, which reduces the heat

ransfer rate. The particles in the mixture clog microchannels,
ence impeding the flow of fluid and heat. Also, the particles tend
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naheim, CA, USA, November 13–19, 2004.

ournal of Heat Transfer Copyright © 20
to coalesce and settle, thereby decreasing the fluid/particle mixing
and consequently reducing the heat transfer enhancement capabil-
ity. Nanofluid does not significantly suffer from any of these limi-
tations. Because of the small size of the nanoparticles, nanofluids
incur little or no penalty in pressure drop. Nanofluids are ex-
tremely stable and exhibit no significant settling under static con-
ditions, even after weeks or months �9�. Lee et al. �1�, in their
work on the application of nanofluids in microchannel of only one
thousandth of an inch wide, reported significant cooling enhance-
ment without clogging the microchannel. Enhancement of the heat
transfer mechanism of nanofluids is attributed to chaotic move-
ment of the ultrafine particles and increase in thermal conductivity
due to the suspension of nanoparticles �10�.

A review of the literature reveals that most of the research work
on nanofluid has focused mainly on the estimation of thermo-
physical properties, primarily on the effective thermal conductiv-
ity. Based on Maxwell theory and average polarization theory,
Xue �2� developed a formula for calculating the effective thermal
conductivity of nanofluids. Wang et al. �3� performed an experi-
mental investigation on the thermal conductivity of nanoparticle–
fluid mixture using the steady-state parallel-plate method. They
reported that the motion of particles enhances the heat transfer due
to decrease in thermal boundary layer thickness and heat transfer
due to conduction between nanoparticles and the wall. Eastman et
al. �11� reported higher effective thermal conductivity in copper
nanometer-sized particles dispersed in ethylene glycol than pure
ethylene glycol containing the same volume fraction of dispersed
oxide nanoparticles. Xuan et al. �12� in their work on the aggre-
gation structure and thermal conductivity of nanofluids showed
that the thermal conductivity of nanofluids increased with the fluid
temperature, and that nanoparticle aggregation and formation of
aggregates reduces the efficiency of the energy transport enhance-
ment of the suspended particles. Wang et al. �13� proposed a frac-
tal model for predicting the effective thermal conductivity of liq-
uid with suspension of nanoparticles. Masuda et al. �14�
investigated the alteration of thermal conductivity and viscosity of

liquid by dispersing ultrafine particles �dispersion �-Al2O3, SiO2,

JUNE 2007, Vol. 129 / 69707 by ASME
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nd TiO2 ultrafine particles�. Keblinski et al. �15� explored the
echanisms of heat transfer in nanofluids. From their investiga-

ion, they proposed four possible reasons for contribution of the
anosized particles to the increase of the thermal conductivity of
he system: Brownian motion of the particles, molecular level
ayering of the liquid at the liquid/solid interface, the nature of the
eat transport in the nanoparticles, and the effects of nanoparticle
lustering. The authors believed that there was a synergistic effect
f the mechanisms, among which the percolation effect was fa-
ored for particles with high or low aspect ratios.

According to the literature search, little or no experimental
ork has been performed on thermal augmentation of buoyancy-
riven nanofluids. Xuan et al. �16� theoretically analyzed the heat
ransfer performance of nanofluids and derived some functional
orrelations for predicting convective heat transfer coefficient. As
art of their conclusion, they cited that experimental research is
eeded to improve understanding of the heat transfer enhancement
f nanofluids and to assess the effects by its use. Pak et al. �17�
nvestigated the heat transfer enhancement in a circular tube using
anofluids as the flowing medium. In their work, they showed that
he Nusselt number increased with volume fraction and Reynolds
umber. Based on a theoretical investigation of buoyancy-driven
anofluids, Khanafer et al. �18� developed a heat transfer correla-
ion for the average Nusselt number as a function of Grashof
umber and volume fraction. They concluded that a systematic
xperimental study is needed to better model nanofluids, and that
he Nusselt number increased with Rayleigh number if Nusselt
umber calculation is based on thermal conductivity of carrier
uid and will decrease if calculation is based on the effective

hermal conductivity of nanofluid. A significant amount of experi-
ental and theoretical work have been performed on buoyancy-

nduced flow in conventional fluids �19–23�. To the author’s
nowledge, no empirical Nusselt number correlation on
uoyancy-driven nanofluids has been cited in the literature. This
nformation is of practical relevance in determining the thermal
erformance of buoyancy-driven nanofluids, and designing nano-
uid heat transfer systems for cooling of electronics and other
ngineering applications. The objectives of this study are to ex-
erimentally investigate the thermal augmentation in buoyancy-
riven nanofluids confined in a rectangular enclosure, to correlate
he Nusselt number with volume fraction, and to estimate the
ange of volume fractions that results in maximum thermal en-
ancement in buoyancy-driven nanofluids.

Experimental Facility and Apparatus

2.1 Test Setup. The experimental facility is depicted sche-
atically in Fig. 1. It consists of the test cell, resistive electrical

eater, insulation material, nanofluids, power supply, thermo-
ouples, and the data acquisition �DAQ� system. The physical
imensions of the test cell is 35 mm long�40.32 mm wide
215 mm high, and were determined such that the criterion,

Ra=g��TH−TL�L3 /���	1708, for the existence of buoyancy-
nduced flow in conventional fluids is satisfied. The vertical and
orizontal walls are fabricated from aluminum material �6061 T6�,
nd the side walls are made of transparent Plexiglas material. The
espective thermal conductivity of the aluminum and Plexiglas
aterials are 180 W/mK and 1.1 W/mK �21�. The Plexiglas
alls are used to visualize the flow patterns of the buoyancy-
riven flow. Due to the low thermal conductivity value of Plexi-
las, the effect of lateral heat transfer from the sides of the test
ell is negligible.

The resistive electrical heater is attached to the vertical wall
abeled “3” in Fig. 1 and the opposing wall “7” is the unheated
all which serves as the heat sink. The aim of heating and cooling

he two opposing vertical walls “3” and “7” is to induce thermal
nstability in the nanofluid medium and consequently natural cir-
ulation will ensue once the buoyancy force is sufficient to over-
ome the resistance due to viscous and gravitational force. The

eater is connected to a HP6674A power supply which controls

98 / Vol. 129, JUNE 2007
the voltage and current output from the heater.
All the external surfaces of the test apparatus, with the excep-

tion of the vertical aluminum surfaces where the heat load and
heat sink are applied, labeled “3 and 7” in Fig. 1, were insulated
with a 21.3-mm-thick Polystyrene board in order to reduce heat
losses from the sides to the surroundings. The exposed surface of
the resistive heater was insulated to minimize heat loss to the
ambient air. The thermal conductivity of Polystyrene board is
�0.027 W/mK �21�. A 6.3-mm-diameter spout connected to the
top horizontal wall �see Fig. 1� serves as an orifice through which
nanofluid is poured into the test apparatus, and also as a means of
reducing thermally induced internal pressure in the enclosure dur-
ing the heating process. The spout is properly insulated to mini-
mize heat losses to the surrounding.

The black circles shown in Fig. 1 indicate the locations of the
thermocouples. Additional thermocouple locations not shown in
Fig. 1 are used to verify uniform distribution of temperature, to
estimate lateral heat loss through insulation, measure ambient
temperature, and to use them as backup sensors in case of material
failure. The selected thermocouples are copper constantan, 40-
gage T-type. A total of 38 thermocouples are deployed to monitor
temperature variations at selected sites in the experimental facility.
Six thermocouples are attached on each of the aluminum walls to
measure the temperature change across the enclosure; six thermo-
couples are used to measure temperature on the top and bottom
surfaces. Twenty additional thermocouples are employed: two to
measure the temperature of the surroundings, and six attached to
each insulation board to measure temperature across the insula-
tion. The error in the thermocouple readings is estimated to be
±0.2°C and verified under constant temperature condition.

All the thermocouple wires were connected to three 20-channel
Reed plug-in modules with a built-in temperature compensation
for direct temperature measurement. Each module has 20 channels
and communicates with the floating logic via the internal isolated
digital bus of the data logger HP34970A. Temperature measure-
ments from the data logger are automatically recorded in the per-
sonal computer for further data reduction.

The nanofluid used in this study is an aluminum oxide/de-
ionized water suspension donated by Nanophase Technologies
Inc. It has a volume fraction of 0.266. The average nanoparticle
diameter is 27 nm. The nanoparticles remains suspended for a
period of 1 week, after which settling begins to occur. Even when
settling occurs, the particles can be redistributed by agitation of
the nanofluid �9�. Fresh nanofluids tested within 2 days of prepa-

Fig. 1 Experimental setup. The numbers refer to: „1… insula-
tion, „2… resistive electrical heater, „3… heated wall, „4… nanofluid
medium, „5… thermocouple wire, „6… the black dots indicate the
thermocouple locations, „7… unheated wall, and „8… spout; L
=35 mm, H=215 mm.
ration exhibited slightly higher conductivities than fluids that were
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tored up to 2 months prior to measurement �11�. An ultrasonic
rocessor �UP200S� manufactured by Dr. Hielscher GmbH is used
or the de-agglomeration of the nanoparticles.

2.2 Experimental Procedure. Preparation of nanofluid
amples begins with agitation of the nanofluid with volume frac-
ion of 26.6% to redistribute the nanoparticles. A measured vol-
me of the agitated nanofluid is titrated and added into a beaker
ontaining measured volume of distilled water. The volume frac-
ion is determined as the ratio of the volume of nanoparticles to
he total volume, where the total volume is the sum of the volume
f the carrier fluid and the volume of nanoparticles. The beaker is
laced in a controlled chamber where it is stirred for 2 h using
ltrasonic processor. The purposes of agitation are to breakdown
r de-agglomerate clustered nanoparticles, facilitate even particle
istribution, and minimize nanoparticle sediment that may settle
fter a length of time. During agitation, the temperature of the
olloid increases slightly higher than room temperature. Upon
ompletion, it is set to cool down to room temperature before use
n any of the experiments. A total of five nanofluid samples with
olume fractions: 0.002, 0.015, 0.027, 0.045, and 0.079 were
repared.

The sample is siphoned into the test cell using an in-house
elivery system. To permit for volumetric expansion due to ther-
ally induced internal pressure, the test cell is filled up to a level

hat is approximately 1 mm below the inner top surface of the test
ell. This gap is sufficient to accommodate volumetric expansion
f the nanofluid. Prior to onset of experiments, tests were carried
ut to ensure accurate readings of the thermal sensors and unifor-
ity of initial temperature measurement at all thermocouple loca-

ions. The readings are benchmarked with measurements obtained
rom a mercury-in-glass thermometer to ascertain correctness. Ad-
itional tests were performed to verify the nonexistence of Ma-
angoni convection due to the 1 mm gap. This was done by com-
aring temperature measurements from experiments with and
ithout the 1 mm gap. No difference in temperature and heat

ransfer was noted; hence, the effect of Marangoni convection is
eglected.

As a preamble to the experimental simulation, the DAQ system
s activated and the data acquisition parameters such as the sam-
ling rate, gain, etc., are programmed. The sampling rate is 10 s
or each thermocouple location and the test duration is 30,000 s.
he experiment begins by initializing the scan command and si-
ultaneously switching on the power supply that regulates the

eater. Power produced from the heater is transferred to the nano-
uid medium via wall “3,” as shown in Fig. 1. Throughout the

est, the thermocouple readings are automatically monitored and
ecorded in a personal computer for further analysis.

For the five volume fractions considered in this study, three sets
f experiments were performed. One set for each heat load, q
9.16 W, 14.3 W, and 20.91 W. A set of experiment consists of

hree tests performed at the same heat load and volume fraction to
nsure reproducibility of the temperature data. For five volume
ractions and three heat loads, a total of 45 tests were conducted.

The main source of uncertainties is error due to the measure-
ent of temperature, heat transfer rate, and physical dimensions.
he combined uncertainty of the data logger HP34970A and the

hermocouple calibration in the measurement of temperature is
0.4% or ±0.5°C, whichever is greater. The error associated with
eat transfer rate is due to voltage and current measurements and
re, respectively �Uv=0.05% of setting +90 mV� and �UI=0.1%
f settling +35 mA� �24�. The combined uncertainty of the current
nd voltage in the heat transfer rate is expressed as

Uq = ��UI � q/�I�2 + �UV � q/�V�2 �1�

or voltages of 39.99 V, 49.99 V, and 59.99 V, and their corre-
ponding current of 0.229 A, 0.286 A, and 0.325 A, heat transfer
ate values are 9.16 W±1.41 W, 14.3 W±1.76 W, and

0.91 W±2.12 W. The uncertainty in the caliper �Mitutoyo� for

ournal of Heat Transfer
the measurement of the physical dimension of the test apparatus is
±0.02 mm.

2.3 Thermophysical Properties of Al2O3/De-ionized Water
Nanofluid. The effective thermophysical properties of nanofluid
depend on the volume fraction, particle size, properties of nano-
particle and carrier fluid, etc. The effective density and specific
heat capacity of nanofluid are, respectively, given in Nnanna et al.
�25�, and are expressed as: 
nf= �1−��
 f +�
s, and �
cp�nf= �1
−���
cp� f +��
cp�s. The subscripts nf, f , and s refers to the nano-
fluid, carrier fluid, and nanoparticle, respectively.

Several studies �2,3,9,11� have cited that the classical effective
thermal conductivity model of Maxwell �26�

keff = kf�1 +
3�ks/kf − 1��

�ks/kf + 2� − �ks/kf − 1��� �2�

and Hamilton and Crosser �27�

keff = kf	 ks/kf + �n − 1��1 + ��ks/kf − 1��
ks/kf + �n − 1��1 − ��ks/kf − 1��
 �3�

for micron- or millimeter-sized particle suspensions are inad-
equate to predict the effective thermal conductivity of nanofluid.
Also, little or no work has been cited in published literature on the
thermal conductivity of Al2O3 nanoparticles. According to Wang
et al. �3�, the thermal conductivity of Al2O3 nanoparticles �particle
diameter of 28 nm� can be taken as 2.5 W/mK, lower than its
bulk value of 36 W/mK. Because of the limited information on
experimentally verifiable mathematical models of thermal conduc-
tivity of nanofluid, and the lack of thermophysical properties of
nanoparticles, the use of experimentally measured effective ther-
mal conductivity of nanofluid appears to be the most plausible
option. To this end, the experimentally measured effective thermal
conductivity data of Al2O3/de-ionized water nanofluid reported in
Refs. �2,3,14,28� has been compiled and analyzed. The average
nanoparticle diameter is 27 nm, which is the same particle size for
this study. Analysis shows that the effective thermal conductivity
increases with volume fraction and augments the thermal conduc-
tivity of the carrier fluid by over 30% for a volume fraction of 5%.
The curve-fit of data from Refs. �2,3,14,28� is used for estimation
of the effective thermal conductivity in this work and it takes into
account the effect of Brownian motion, clustering of nanopar-
ticles, ballistic phonon transport, and solid/liquid layering on ef-
fective thermal conductivity.

The effect of volume fraction on effective dynamic viscosity is
analyzed using experimental data obtained from Refs. �3,29,30�
for nanofluid. The measured effective dynamic viscosity data for
nanofluid is compared with data calculated based on the effective
viscosity models of Brinkman �31� and Einstein �32� for micron/
millimeter-sized suspensions. It reveals that the classical models
significantly underpredicts the effective dynamic viscosity.

To the author’s knowledge, experimental measurement of the
volumetric expansion coefficient of nanoparticles has not been
reported in the literature. In the absence of experimental data,
thermal expansion coefficient of micron/millimeter- or even mac-
rosized aluminum oxide material should provide a reasonable es-
timate since the overall volumetric thermal expansion of a body is
a consequence of the change in the average separation between its
constituent atoms or molecules, and amplitude and frequency of
atom vibration. According to Ref. �33�, the volumetric expansion
coefficient of aluminum oxide is 8.46�10−6°C−1 for 20°C�T
�2000°C. For water, � f varies from 4.004�10−4°C−1 to 6.24
�10−4°C−1 over a temperature range of 30°C�T�75°C �21�,
which is two orders of magnitude higher than �np. The effective
volumetric expansion coefficient is expressed as

�nf � �1 − ��� f + ��np �4�

Because � f ��np and �1−����, one can infer that the contri-
bution of the second term in Eq. �4� to �nf is small. Even if �np

increased or decreased by one order of magnitude in comparison

JUNE 2007, Vol. 129 / 699
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o the bulk value, 8.46�10−6°C−1, its effect on �nf will be neg-
igible. Based on this assessment, the use of the bulk volumetric
xpansion coefficient of aluminum oxide to estimate the value of
nf is reasonable.
In addition to thermophysical properties, the modified Rayleigh

umber is expressed as Ra�=g�nf�TH−TL�L3 /�nf�nf, where �nf
knf / �
cp�nf is the thermal diffusivity, and �nf=�nf /
nf is the ki-
ematic viscosity. Ra� is a function of volume fraction, and when
=0, Ra�=Ra.

Results and Discussion

3.1 Temperature Measurement. Figures 2–4 illustrate a
ample of the temporal temperature profiles of the carrier fluid
�=0� and nanofluid ���0� caused by the imposed isothermal
urface conditions, at x=0, for three data sets ��=0, 0.002 and
.027� at 14.3 W and 20.91 W. In these figures, the “lines” rep-
esent thermal response of the carrier fluid, and the “lines plus
ymbols” refer to the nanofluid. The legends, TL, TB, and TH,
ignify the temperature distribution at the unheated, bulk, and
eated surface, respectively. The bulk temperature is approxi-
ately the average of the heated and unheated surface tempera-

ig. 2 Temperature as a function of time at Q=14.3 W for vol-
me fraction, �=0 and 0.0021

ig. 3 Temperature as a function of time at Q=20.91 W for vol-

me fraction, �=0 and 0.0021

00 / Vol. 129, JUNE 2007
ture, and it represents the mean fluid temperature. Figures 2–4
compare the temperature profiles of the nanofluid ��=0.002 and
0.027� with the carrier fluid ��=0�; accordingly, it shows that the
temperature trend for both fluids are similar. This suggests that
nanofluids behave like the carrier fluid not as a solid/fluid mixture.
Data from Figs. 2–4 do not provide any information on the inter-
action between the nanoparticles and the carrier fluid; however,
quantitatively it indicates that the nanofluid has a higher unheated
surface temperature, TL, and a lower temperature difference, T
=TH−TL, than the carrier fluid. Heat transfer rate is enhanced as
TL→TH or when T�0. This is attributed to the increase in ther-
mal conductivity caused by the nanoparticles, particle-to-particle
thermal interaction, and energy exchange between the particles
and the surrounding fluid. A comparison of temperature profiles
for various volume fractions: 0.002, 0.015, 0.027, 0.045, and
0.079 reveals no significant thermal enhancement with increase in
volume fraction when ��0.025.

The spatial evolution of temperature in the X direction �see Fig.
1�, which is the direction perpendicular to the plane of the heated
wall of the enclosure, is presented in dimensionless form for vari-
ous volume fractions in Figs. 5 and 6. The dimensionless param-
eters, � and X, are expressed as �T−TL� / �TH−TL� and x /L, re-
spectively. The measurement locations are: X=0, 0.174, 0.504,
0.863, and 1.0; where L=35.14 mm. For all values of �, signifi-
cant temperature gradient was registered in the vicinity of the
heated surface, 0�X�0.2, and near the unheated surface, 0.8
�X�1.0. However, experimental evidence shows thermal strati-
fication and increase in temperature in the direction of heat flow in
the core region, 0.2�X�0.8. Physical reasoning dictates that the
temperature should decrease in the direction of heat flow, but for
natural convection in an enclosure, the rate of cooling is expected
to be higher near the heated and unheated walls due to fluid mo-
tion and hydrodynamic effects. This phenomenon is attributed to
buoyancy-induced cellular flows in the boundary layers adjoining
the heated and unheated vertical walls; the fluid motion increases
the heat transfer rate with maximum fluid motion in the vicinity of
the heated wall and almost stagnant in the core. In the core, the
cellular flow is almost nonexistent, hence heat transfer is generally
by conduction. The temperature profiles reported in Figs. 5 and 6
are consistent with both theoretical and experimental observations
in Ref. �18�. The temperature profile, �, for the carrier fluid ��
=0� is compared with that of nanofluid for all the volume frac-
tions. It confirms that the nanofluid behaves like the carrier fluid

Fig. 4 Temperature as a function of time at Q=20.91 W for vol-
ume fraction, �=0 and 0.027
and that �nf�� f.
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3.2 Effect of Volume Fraction on Thermophysical Proper-
ies and Rayleigh Number. It is generally accepted that the pres-
nce of nanoparticles affects the hydrodynamic and thermal char-
cteristics of the carrier fluid and ultimately the rate of heat
ransfer. To clarify these points and to understand the degree with
hich the thermophysical properties that control natural convec-

ion are influenced by changes in volume fraction, Fig. 7 has been
repared for various properties of nanofluid: volumetric thermal
xpansion coefficient, thermal conductivity, specific heat capacity,
inematic viscosity, Prandtl number, and thermal diffusivity, and
re, respectively, numbered from 1 to 6. The effective thermal
onductivity and viscosity of nanofluids are obtained from experi-
ental measurements reported in Refs. �2,3,14,28–30�, respec-

ively, and the formulas for computation of other effective prop-
rties are given in Sec. 2.3 of this paper. These properties are
ormalized using the corresponding thermophysical properties of
he carrier fluid and are presented on the ordinate and the volume
raction on the abscissa of Fig. 7. It is observed that with the
xception of the volumetric thermal expansion coefficient and
pecific heat capacity, all other properties increased with volume

ig. 5 Variation of dimensionless temperature with dimen-
ionless distance across the cavity for Q=9.16 W

ig. 6 Variation of dimensionless temperature with dimen-

ionless distance across the cavity for Q=20.91 W

ournal of Heat Transfer
fraction; the kinematic viscosity has the highest enrichment. An
increase in viscosity increases the required pumping power for
heat transfer system and therefore is inimical to heat transfer. For
natural convection heat transfer, the pumping power is self-
induced by buoyancy force, a decline in volumetric expansion
coefficient and increase in kinematic viscosity diminishes the
Rayleigh number and consequently the rate of heat transfer. A
close examination of Fig. 7 reveals that the kinematic viscosity
and Prandtl number varies nonlinearly with volume fraction, par-
ticularly when ��0.03. This nonlinearity is evident in the experi-
mental measurements reported in Refs. �3,29,30�.

For nanofluids, Ra should be modified to account for the effect
of nanoparticles on the carrier fluid. This is done by applying the
thermophysical properties discussed above for nanofluid on the Ra
equation. For example, �nf=�nf /
nf, where the effective dynamic
viscosity is obtained from experimental measurements and the
density is effective density. In this work, the modified Ra will be
referred to as the “effective Rayleigh number” and is represented
by Ra�. Figure 8 depicts the variation of effective Rayleigh num-
ber with volume fraction. Data from Fig. 8 reveal that the Ra�

Fig. 7 Effect of volume fraction on thermophysical properties,
Q=9.16 W
Fig. 8 Effect of volume fraction on Rayleigh number
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ecay exponentially with the increase in � and are related in the
orm Ra��Rae−m� for 0���0.079. The exponent “m” is a con-
tant and has an approximate value of 11.0. When �=0, Ra�
Ra. The decrease in Ra� is attributed to the rise in kinematic
iscosity and decline in volumetric thermal expansion coefficient
aused by the nanoparticles.

3.3 Heat Transfer Model. To ascertain the accuracy and re-
iability of the average Nusselt number evaluations for the nano-
uid investigated in this study, temperature data collected from

he carrier fluid, �=0, is used to calculate the Nusselt number as
function of Rayleigh number. The resulting Nusselt number is

enchmarked with data predicted based on published Nusselt
umber correlations in the literature �21–23� for carrier fluids. A
ummary of the correlations is displayed in Table 1. The correla-
ions shown in Table 1 are plotted in Fig. 9 and are compared with
he Nusselt number calculations for this study. Figure 9 presents
he variation of Nusselt number as a function of Rayleigh number.
t shows that the Nusselt number increases with Rayleigh number
nd that the Nusselt number obtained from the present study
grees very well with all the other correlations. The average dif-

Table 1 Nusselt number correlations for carrier fluid

odel Nusselt number correlations for carrier fluid

attona
NuL=0.22��Pr/ �0.2+Pr��RaL�0.28�H /L�−0.25

2�
H
L �10,Pr�105 ,103�RaL�1010

mery et al.b Nux=0.0297 Pr7/15�1+0.445�Pr�2/3�−2/5�Grx�2/5

The Grashof number for this correlation is
based on T=TH−T�, where T�= �TH+TL� /2.

imura et al.c NuH=0.364�L /H��RaH�1/4

where H and L are the height and length of the
enclosure, respectively.

resent study Nu=q�L /k�TH−TL�
where q� and �TH−TL� are obtained from

experimental measurements.

See Ref. �21�.
See Ref. �22�.
See Ref. �23�.

ig. 9 Nusselt number as a function of Rayleigh number using
e-ionized water. A comparison of the Nu obtained in this study

ith correlations for conventional fluid.

02 / Vol. 129, JUNE 2007
ference between the present study and other correlations is ap-
proximately 9.95%. This indicates that the experimental method
employed in this study is satisfactory.

The average Nusselt number, Nu=q�L /knf�TH−TL�, is com-
puted based on the applied heat flux, q�=q /A, where q is the heat
transfer rate measured electrically by recording the voltage across
and current through the resistive electrical heater; and A is the
heat transfer area, knf is the experimentally measured effective
thermal conductivity of the nanofluid, �TH−TL� is the measured
steady-state temperature difference between the heated and un-
heated vertical aluminum walls �see Fig. 1�, and L is the horizon-
tal distance perpendicular to the plane where heat load is applied.
Prior to substitution of q into the Nusselt number definition, the
heat loss from the apparatus during experiments is calculated.
Heat loss to the surroundings is predominantly through the insu-
lation material, Polystyrene board, on all three insulated surfaces.
For each surface, the heat loss, qi, is �kAdT /dx�i, where the sub-
script i refers to the insulation material. Based on the measured
temperature difference across the Polystyrene board, the total re-
spective heat loss for the applied heat load of 9.16 W, 14.3 W,
and 20.91 W is 0.37 W, 0.45 W, and 0.74 W, which represents
about 4% of the total heat input. This shows that most of the
power supplied to the nanofluid medium is transferred to the un-
heated wall. The uncertainty, UNu, in the Nusselt number is asso-
ciated with the q, A, L, and T. This is expressed as

UNu�
=��UqL/knfAT�2 + �qUL/knfAT�2

+ �− qLUA/knfA
2T�2 + �− qLUT/knfT2A�2 �5�

Figure 10 depicts the average Nusselt number, Nu�, for the
nanofluid as a function Ra� for various heat loads. The Nu� is
calculated based on knf, and if the thermal conductivity of the
carrier fluid is used, the value of Nu� will be higher than that
presented in Fig. 10. It is seen that Nu� increases with Ra�, where
a similar trend was observed in Fig. 9 for the carrier fluid.

The change in Nusselt number caused by volume fraction is
examined in Fig. 11. Each data point signifies the average of three
experiments performed at the specified volume fraction and heat
load. The error bars placed on each data point refer to the uncer-
tainty associated with the estimation of Nu�. Based on Eq. �5�, the
uncertainty varies from ±1.53 to ±3.61. According to Fig. 11, the
Nu� strongly depends on � even for a small change in effective
Rayleigh number, 1E07�Ra�3E07. Furthermore, it is noted that

Fig. 10 Nusselt number as a function of modified Rayleigh
number
Nu� increased with small volume fraction, 0.2���2%, and no
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ignificant change in Nusselt number is observed in the range 2
��7.9%. The maximum Nu� occurred at ��1.2%, which

uggests that further increase in the volume fraction beyond �
1.2% will not result in heat transfer enhancement. This raises

nteresting questions about the transport behavior of nanofluid at
�1.2%, the thermo-hydrodynamic forces driving such an in-

rease in Nusselt number with a small volume fraction, the de-
rease in Nusselt number at �	2%, and the asymptotic behavior
etween 2���7.9%. This information is useful in the design of
anofluid systems for thermal augmentation and deserves further
onsideration. The report from this present study, which is that the
usselt number increased with small volume fraction, 0.2��
2%, concur with the findings reported in Koo and Kleinstreuer

34�. Koo and Kleinstreuer concluded from their work on the
mpact of nanoparticle motion mechanisms on the thermal con-
uctivity of nanofluids that adding nanoparticles such as copper
xide having an average diameter of 20 nm at low volume frac-
ions �which would be 1���4%� to liquids with high Prandtl
umbers can significantly increase the heat transfer performance.

The mechanism�s� controlling the thermal enhancement when
.2���2% is examined. The Nusselt number, Nu=hnfL /knf, is
egulated by two competing forces: thermal convection and con-
uction. The heat transfer coefficient, hnf, associated with convec-
ion heat transfer is a function of Ra�=g�nf�Th−Tc�L3 /�nf�nf.

hen g and L are constant, which is the case in this study, change
n Ra� occurs due to variation in �nf, �nf, T, and �nf. In other
ords, ��Ra�=���nf�+��T�−���nf�−���nf�. The presence of
anoparticles in carrier fluid leads to the increase in �nf and de-
rease in �nf as illustrated in Fig. 7, which ultimately lowers Ra�

nd hnf, and increases the effective thermal conductivity knf since
np�kf. An improvement in thermal conduction and decline in
hermal convection consequently reduces the Nusselt number,
u=hnfL /knf and the required fluid pumping power. From Fig. 7,

or small volume fraction, 0.2���2%, ���nf� is negligible com-
ared to ���nf� and ���nf�. It therefore seems that the thermal
nhancement that occurred when 0.2���2% can be attributed
o the thermo-hydrodynamic effect caused by change in thermal
onductivity and viscosity.

Earlier in this paper, it was shown that the nanoparticle impacts
he Rayleigh number of the carrier fluid according to the relation,
a��Rae−m�. To demonstrate the combined effect of � and Ra�
n the effective Nusselt number, Nu� is plotted as a function of
arameter �Rae−m� for a wide range of Rayleigh number, heat

Fig. 11 Variation of Nusselt number with volume fraction
oad, and volume fraction in Fig. 12. Each symbol represents a

ournal of Heat Transfer
unique set of conditions. The data points of each plot have been
curve fitted and are depicted as “solid and dashed lines.” The
results associated with each heat load is represented by algebraic
expression of the form

Nu� = �e−Ra���e−m�� �6�

and the R2 value of the correlation shown in Eq. �6� is 95%. The
values of �, �, and m are not independent of the heat load and are
obtained from experimental measurements. When 105

��Rae−m��106, �=16.4, �=4E−07, and m=11.

4 Conclusions
An experimental investigation on the transport characteristics

of buoyancy-driven nanofluids has been performed. The nanofluid
is charged in a two-dimensional rectangular enclosure with adia-
batic horizontal surface and isothermal vertical surface. The ther-
mal response of the nanofluid caused by the imposed isothermal
condition is measured and analyzed for various volume fractions.
It is observed that the trend of the temporal and spatial evolution
of temperature profile for the nanofluid mimics that of the carrier
fluid. Hence, the behaviors of both fluids are similar.

The Nusselt number is determined based on experimentally
measured effective thermal conductivity of nanofluid, and can be
correlated to the volume fraction and Rayleigh number in the form
Nu�=�e−Ra���e−m��. It reveals that Nu� strongly depends on vol-
ume fraction even for a small change in Rayleigh number, 1E07
�Ra�3E07. Experimental evidence shows that heat transfer is
enhanced at low volume fraction, 0.2���2%, and that the pres-
ence of the nanoparticles �0.2���2% � does not impede the free
convective heat transfer, rather it augment the rate of thermal
diffusion. However, for large volume fraction, ��2%, the free
convective heat transfer is decreased due to reduction in the Ray-
leigh number caused by an increase in kinematic viscosity.
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Nomenclature
c

Fig. 12 Nu� as a function of parameter �Rae−m�
p � �1−���cp� f +��cp�s �J /kg K�
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g � gravitational force �m/s2�
h � heat transfer coefficient �W/m2 K�
H � height of the enclosure �m�
k � thermal conductivity of nanofluid �W/m K�
L � length of the enclosure �m�

Nu � Nusselt number
Nu� � effective Nusselt number

Pr � Prandtl number
q� � heat flux �W/m2�
Ra � Rayleigh number

Ra� � effective Rayleigh number
T � temperature �K�
t � time �s�

reek Symbols
� � thermal diffusivity �m2/s�
� � volumetric thermal expansion coefficient �1/K�
� � volume fraction
� � kinematic viscosity �m2/s�
� � dynamic viscosity �N s/m2�

 � �1−��
 f +�
s �kg/m3�

ubscripts
f � carrier fluid

H � heated
L � unheated

nf � nanofluid
s � nanoparticle

ppendix
Table 1 shows various Nu empirical correlations reported in

iterature for conventional fluids.
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Thermal Conductivity of
Individual Single-Wall Carbon
Nanotubes
Despite the significant amount of research on carbon nanotubes, the thermal conductivity
of individual single-wall carbon nanotubes has not been well established. To date only a
few groups have reported experimental data for these molecules. Existing molecular
dynamics simulation results range from several hundred to 6600 W/m K and existing
theoretical predictions range from several dozens to 9500 W/m K. To clarify the several-
order-of-magnitude discrepancy in the literature, this paper utilizes molecular dynamics
simulation to systematically examine the thermal conductivity of several individual (10,
10) single-wall carbon nanotubes as a function of length, temperature, boundary condi-
tions and molecular dynamics simulation methodology. Nanotube lengths ranging from 5
nm to 40 nm are investigated. The results indicate that thermal conductivity increases
with nanotube length, varying from about 10 W/m to 375 W/m K depending on the
various simulation conditions. Phonon decay times on the order of hundreds of fs are
computed. These times increase linearly with length, indicating ballistic transport in the
nanotubes. A simple estimate of speed of sound, which does not require involved calcu-
lation of dispersion relations, is presented based on the heat current autocorrelation
decay. Agreement with the majority of theoretical/computational literature thermal con-
ductivity data is achieved for the nanotube lengths treated here. Discrepancies in thermal
conductivity magnitude with experimental data are primarily attributed to length effects,
although simulation methodology, stress, and intermolecular potential may also play a
role. Quantum correction of the calculated results reveals thermal conductivity tempera-
ture dependence in qualitative agreement with experimental data.
�DOI: 10.1115/1.2717242�

Keywords: thermal conductivity, molecular dynamics simulation, phonon, single-wall
carbon nanotube
ntroduction
Recent advances in micro- and nanofabrication have enabled

he continuing reduction in size of electronic devices. Smaller
izes have led to higher device densities at the expense of in-
reased power demand and the resultant heat generation. New
hermal management strategies are thus critically important to
ontinued high performance, reliability, and lifetime. One such
trategy is to develop novel high thermal conductivity materials
ased on carbon nanotubes. Carbon nanotubes, which come in
ingle- and multiwall forms, are rolled up from graphene sheets
nto cylinders. Early work predicted superior thermal conductiv-
ty, exceeding even that of diamond, for carbon nanotubes �1�.

ost measurements on nanotube materials indicate that thermal
onductivity increases monotonically with increasing temperature
ven above ambient temperature. Two groups have observed ex-
erimental thermal conductivity values of more than
000 W/m K at room temperature for individual multiwall nano-
ubes �MWNTs�, although the tube diameters are slightly differ-
nt: 14 nm from Kim et al. �2� and 16.1 nm from Fujii et al. �3�.
hoi et al. found a much lower value of 300 W/m K for MWNTs
ith 20 nm outer diameter and 1.4 �m length at room tempera-

ure �4�. Hone et al. �1� found that the thermal conductivity of
ligned single-wall nanotube �SWNT� crystalline ropes is about
50 W/m K at 300 K and estimated that the longitudinal thermal

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received December 21, 2005; final manuscript
eceived September 15, 2006. Review conducted by Ranga Pitchumani. Paper pre-
ented at the 2004 ASME International Mechanical Engineering Congress �IM-

CE2004�, Anaheim, CA, USA, November 13–19, 2004.

ournal of Heat Transfer Copyright © 20
conductivity of a single SWNT ranges from
1750 W/m K to 5800 W/m K. The first thermal conductance
measurement on an isolated SWNT revealed a higher room-
temperature thermal conductivity than that of MWNT, ranging
from 2000 W/m K to 10000 W/m K depending on the diameter
assumed in the conversion from conductance to conductivity �5�.
More recent measurements, carried out above room temperature
on a 2.6 �m long single wall carbon nanotube, display a peak
thermal conductivity value of about 3400 W/m K near 300 K,
decreasing to about 1200 W/m K at 800 K �6�. Within the above
results �Table 1�, there is significant variation in the data for nano-
tubes of varying diameters and lengths.

Molecular Dynamics Simulation Techniques. Molecular dy-
namics �MD� simulation �7� provides another approach for deter-
mining the thermal conductivity of carbon nanotubes, and yields
additional atomistic information useful for analyzing thermal en-
ergy transport in SWNT and other carbon nanotube based materi-
als. Classical MD involves integration of Newton’s equations of
motion for atoms interacting with each other through an empirical
interatomic potential. It does not explicitly model electrons and
therefore cannot simulate electron–electron or electron–phonon
interactions. The phonon contribution for thermal conductivity is
dominant in both MWNTs and SWNTs at all temperatures �8–10�,
which justifies neglecting electronic effects in simulations of car-
bon nanotubes.

In general there are three ways to compute the thermal conduc-
tivity in a solid. Nonequilibrium molecular dynamics �NEMD�
�11� is based on Fourier’s law, which relates the heat current in the
axial direction to the axial temperature gradient through thermal

conductivity
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Jz = qzV = − kV
dT

dz
�1�

quilibrium molecular dynamics �EMD� �12� is based on the
reen–Kubo formula derived from linear response theory �13�.
implifying for the case of axial conduction yields the thermal
onductivity expression

k =
1

VkBT2�
0

�

�Jz�0�Jz�t��dt �2�

here Jz is the axial component of the heat current J� �14�

J��t� = �
i

vi
� �i +

1

2 �
ij,i�j

rij
� �f ij

� · vi
� � �3�

nd the term inside the angle brackets in Eq. �2� represents the
xial heat current autocorrelation function �HCACF�. The tempo-
al decay of the average HCACF represents the time scale of
hermal transport.

The third method, homogeneous NEMD �HNEMD� �15�, is a
onequilibrium approach in which an external field is applied to
he system to represent the effects of heat flow without physically

mposing a temperature gradient or flux. Fe
� is the external field

hat adds an extra force �Fi
� to each individual atom by

�Fi
� = ��i − ����Fe

� − �
j��i�

f ij
� �rij

� · Fe
� � +

1

N �
jk�j�k�

f jk
� �rjk

� · Fe
� � �4�

xtrapolating to zero external field �15� and applying Fe
� in the

xial direction allows the thermal conductivity to be determined

Table 1 Thermal conductivity of isolated

k
�W/m K�

Tub
leng
�nm

Molecular dyn

Berber et al. �16� 6600
Osman et al. �17� 1700
Che et al. �18� 2980
Yao et al. �19� 1–4�1023 6
Padgett and Brenner �20� 40–320 20–
Moreland et al. �21� 215–831 50–1
Maruyama �22� 260–400 10–

Boltzmann–Peierls phono

Mingo and Broido �24� 80–9500 10–

Experimenta

k
�W/m K�

Tub
leng
�nm

Kim et al. �2� �MWNT� 3000 2
Fujii et al. �3� �MWNT� 500 3

1800 1
2800 3

Yu et al. �5� 2000 2
10,000 2

Pop et al. �6� 3400 2
Choi et al. �4� �MWNT� 300 1

aChirality unknown.
rom

06 / Vol. 129, JUNE 2007
k = lim
Fe→0

lim
t→�

�Jz�Fe
� ,t��

FeTV
�5�

where the axial heat current is time averaged. This method is

computationally efficient, but the extrapolation to zero Fe
� can be a

challenge as is shown later.

Previous Modeling Work. Several classical MD simulations
have been performed in order to pinpoint the thermal conductivity
of isolated �10, 10� SWNT �16–22�. Table 1 lists these results. It is
seen that the values vary from several hundred to 6600 W/m K,
with one outlier point �19� estimated at 1023 W/m K! In general,
most values are lower than experimental data �5,6�. As the struc-
tural details of the tubes measured in the experiments are not
known, it is difficult to compare to simulations on specific tube
chiralities. There is still significant uncertainty as to the correct
value of SWNT thermal conductivity.

Berber et al. �16� found that thermal conductivity increases with
increasing temperature, reaches a peak at around 100 K, and fi-
nally decreases to about 6600 W/m K at room temperature. Os-
man et al. �17� found a similar behavior with a peak of near 400 K
and a conductivity of about 1700 W/m K at 300 K. Che et al.
�18� claimed to find length convergent thermal conductivity of
about 2980 W/m K for a 40 nm long tube at room temperature.
Yao et al. �19� calculated thermal conductance of carbon nano-
tubes; a conversion to conductivity by dividing thermal conduc-
tance by cross-sectional area gives results 23 orders of magnitude
higher than other literature values. Additionally their phonon
spectra appear quite different from those of other MD simulations
�17,22�. The reason for those extreme values might be the viola-
tion of the ballistic upper bound to thermal conductivity pointed
out by Mingo and Broido �23�. Padgett and Brenner �20� predicted
thermal conductivity about 160 W/m K at 300 K, and Moreland

gle-wall carbon nanotubes at TMD=300 K

Cross-sectional
area
�m2� Chirality

Simulation
technique

ics simulation

29�10−19 �10, 10� HNEMD
14.6�10−19 �10, 10� NEMD

4.3�10−19 �10, 10� EMD
14.6�10−19 �10, 10� EMD
14.6�10−19 �10, 10� NEMD
14.6�10−19 �10, 10� NEMD
14.6�10−19 �10, 10� NEMD

ansport equation �316 K�

�10,0�

easurementa

Diameter
�nm�

14
28.2
16.1

9.8
1
3
1.7

20
sin

e
th
�

am

2.5
30
40

–60
310
000
400

n tr

109

l m

e
th
�

500
600
890
700
600
600
600
400
et al. �21� found that the thermal conductivity at 300 K increases
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rom 215 W/m K at 50 nm to 831 W/m K at 1000 nm tube
ength. Maruyama �22� showed that the thermal conductivity is
round 400 W/m K for a 400 nm long tube and increases steadily
ith length with an exponent of 0.15. In the latter two results,

ength convergence is still not achieved even for the longest nano-
ubes simulated. Mingo and Broido �24� solved the linearized
oltzmann–Peierls phonon transport equation by considering

hree-phonon scattering processes to higher order and showed that
t short lengths the thermal conductivity increases with length
ballistic regime� while at longer lengths �diffusive regime� a
ength convergent value is achieved. The thermal conductivity of
ndividual 100 nm long �10, 0� SWNT at 316 K was about
00 W/m K, and the length convergent value is as high as about
500 W/m K.

Possible Reasons for Literature Discrepancies. As discussed
bove, nanotube length is a significant reason for the discrepan-
ies in the literature. Various groups have performed calculations
nd measurements at different lengths and thus at different loca-
ions in the ballistic-diffusive continuum, so the observed length
ependence is not surprising in light of these observations. Tem-
erature effects are also important, as indicated by the peaking
ehavior observed by several authors �5,16,17�. Another reason
or these discrepancies arises from differing choices for the nano-
ube cross-sectional area. In Eqs. �1�, �2�, and �5� it is evident that
hermal conductivity is inversely proportional to nanotube vol-
me, which is equal to cross-sectional area multiplied by nanotube
ength. The choice of nanotube area thus influences the calculated
hermal conductivity value, and to compare obtained thermal con-
uctivities from different groups it is imperative to scale all values
y the same area. Berber et al. �16� calculated the area based upon
he fact that tubes have an interwall separation of about 3.4 Å in
anotube bundles. Che et al. �18� chose a ring of 1 Å thickness for
he cross-sectional area as the geometric configuration, while

aruyama �22� used a ring of van der Waals thickness of 3.4 Å.
he rest �17,19–21� calculated the area as a circle with circumfer-
nce defined by the centers of the atoms around the nanotube.
caling all tubes by the same area still does not eliminate the
ifferences. All of the above studies except for one used the
ersoff–Brenner �TB� bond order potential �25� to model the car-
on nanotubes. Padgett and Brenner �20� used the reactive bond
rder potential �REBO� �26�, an improved second-generation ver-
ion of the TB potential, in an NEMD simulation. They found a
hermal conductivity of 160 W/m K at 61.5 nm nanotube length.

oreland et al. �21� and Maruyama �22�, who also used NEMD,
mployed the TB potential and found somewhat higher values:
15 W/m K at 50 nm length and 321 W/m K at 20 nm length,
espectively. These differences may be partially caused by the
lightly different form of the potential used.

Stress in the nanotubes may also contribute to the discrepan-
ies. Moreland et al. �21� determined the stress-free tube length by
unning simulations with free boundaries at the tube ends to allow
or longitudinal expansion/contraction, and then applied periodic
oundary conditions �PBCs� for the remainder of the simulations.
hey found much lower thermal conductivity than that from ex-
eriments and from some of the papers above. As no mention of
fforts to mitigate stress by relaxing the structure is discussed in
hese other papers, it is possible that some of the high calculated
alues �16–19� may be caused by compression of the tubes.
tress/strain effects have already been demonstrated to be impor-

ant in other nanostructures �27�. The stress state of the experi-
ental measurements is unknown.
It is not clear whether EMD or NEMD is better for simulating

WNT �21�. Also, the choice of axial boundary condition influ-
nces the thermal transport. The phonon mean free path in SWNT
s several microns �28�, and for nanotubes shorter than this length
honon scattering from free boundaries will be important. Nano-
ubes modeled with periodic boundary conditions have no free

oundary and thus boundary scattering is eliminated, leaving

ournal of Heat Transfer
phonon–phonon interactions as the only scattering mechanism.
For a finite-length tube in which the phonons are scattered at the
ends, it is more physically meaningful to use free boundary con-
ditions in the simulations.

To clarify the correct temperature and length dependence of
individual �10, 10� SWNTs, this paper investigates the effects of
boundary conditions and MD simulation methods under a consis-
tent set of cross-sectional areas, potentials, and stress conditions.
Phonon density of states and phonon relaxation times are also
calculated to better understand phonon modes and phonon scatter-
ing. Although the study of thermal conductance rather than ther-
mal conductivity may be more appropriate in systems like carbon
nanotubes that experience ballistic transport, thermal conductivity
is investigated here for ease of comparison to available literature
data.

Computational Procedure
In order to study the temperature and length dependence of

thermal conductivity, four different �10, 10� SWNTs are investi-
gated using classical MD. They have 800, 1600, 3200, and 6400
atoms corresponding to nanotube lengths of about 5 nm, 10 nm,
20 nm, and 40 nm, respectively. The temperature ranges from
100 K to 500 K. The initial configuration of �10, 10� SWNT is
constructed using a bond length of 1.42 Å. To study the effect of
different boundary conditions, both free boundary and PBC are
used. In PBC simulations, an extra simulation is run first with free
boundaries to obtain the stress-free tube length. This length is
typically very close to the original starting length.

To model the bonded carbon–carbon interactions, the REBO
potential is used �26�. The nonbonded interactions between atoms
are modeled using the Lennard-Jones potential. The total initial
linear and angular momenta are removed once at the beginning of
the simulation by subtracting the linear and angular velocity com-
ponents �29�

	v� i	new =	v� i	old − �
j

	v� j	old

N
− �� � r�i �6�

This procedure ensures that the isolated carbon nanotube does not
have translational or rotational movement, which simplifies the
calculation of the heat current along the tube axis. In all simula-
tions, a 3.4 Å thickness cylinder is chosen as the geometric con-
figuration. Zero linear and angular momenta are well conserved at
all time steps. Details on the calculation of the instantaneous an-
gular velocity of the system can be found in Ref. �30�. The result-
ing velocities are scaled to match the initial temperature. The time
step is 1 fs for all cases. For the first 40 ps a constant temperature
simulation with the Nosé–Hoover thermostat �31� is used to
equilibrate the system to the desired temperature. Then a 400 ps
long simulation is performed in the microcanonical ensemble to
compute the heat current along the tube axis. The HCACF is
calculated up to 200 ps, after which time it has decayed to ap-
proximately zero.

To calculate thermal conductivity using EMD it is necessary to
integrate the HCACF �Eq. �2��. If PBCs are used, phonons will
reenter the simulation box and interfere with themselves at times
longer than the time a phonon takes to ballistically traverse the
nanotube, �b, resulting in spurious self-correlation effects in the
HCACF �32�. This time is estimated conservatively as the nano-
tube length L divided by the speed of sound of the longitudinal
acoustic mode cLA, which, at 20 km/s �8�, is the fastest traveling
mode in the nanotube. To avoid these spurious effects, a best fit
curve to the HCACF decay is found for t��b �“early time”�.

As suggested by Che et al. �33�, the decay is fitted by a double
exponential function

HCACF = A1 exp�− t/�1� + A2 exp�− t/�2� �7�

where �1 and �2 are time constants associated with fast and slow

decays, respectively. Physically �1 and �2 are interpreted as half of

JUNE 2007, Vol. 129 / 707
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he period for energy transfer between two neighboring atoms or
he “local” time decay, and as the average phonon–phonon scat-
ering time, respectively �34�. Thermal conductivity is then com-
uted analytically by integrating Eq. �7� from t=0 to � using the
est fit �1 and �2 values. In each simulation, the general expres-
ion for error propagation �35� is used to calculate the probable
rror of thermal conductivity

	k =
	T
2� �k

�T
�2

+ 	��Jz�t�Jz�0���
2 � �k

��Jz�t�Jz�0���
2

�8�

ecause thermal expansion of the tube is negligible �36�, variation
f the tube volume is not included in the error estimation. The
tandard error of the HCACF depends on the simulation run time
run and the correlation time tcorr �37�

	�Jz�t�Jz�0�� =
2tcorr

trun
�Jz

2� �9�

Fig. 1 Longitudinal phonon density of states at TMD=300 K fo
„a… 20 nm periodic; „b… 20 nm free; „c… 40 nm periodic; and „d
here the correlation time is defined by

08 / Vol. 129, JUNE 2007
tcorr =

2�
0

�

dt �Jz�t�Jz�0��2

�Jz
2�2 �10�

Results and Discussion

Phonon Density of States. Thermal properties strongly depend
on the phonon density of states �DOS� which is the number of
vibrational states per unit frequency. In MD simulations, the lon-
gitudinal DOS is calculated as

Dlong��� = S� dt e−i�t�vz�t�vz�0�� = S�t · FFT��vz�t�vz�0���

�11�

where the product of the scale factor S=Nm /kBTMD, the MD
simulation timestep �t, and the fast Fourier transform of the av-
eraged axial velocity autocorrelation function is taken. Often in
MD studies the DOS is plotted in arbitrary units rather than units

0, 10… SWNTs with different lengths and boundary conditions:
nm free
r „1
… 40
of states per unit frequency; typically this is done by neglecting
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he S�t product in Eq. �11�. The effect of neglecting S�t is to
emove the effects of total �classical� lattice energy and number of
toms, so that different domain sizes and temperatures can be
ompared using axes with the same scales. This convention is also
ollowed here for all DOS plots. Figure 1 shows the longitudinal
honon DOS �arbitrary units� at 300 K for �10, 10� SWNTs with
wo different lengths and two different boundary conditions. Four
housand temporal points are used in calculating the density of
tates. Therefore the spectral resolution is 0.25 THz. All graphs
ave a strong peak around 52 THz, which is characteristic of the
wo-dimensional �2D� graphene sheet phonon spectrum �38�. In
ll plots with free boundaries, there is also a strong low-frequency
eak. This peak is absent in PBC cases. The physical meaning of
he peak is that there is an additional vibrational mode not present
n the PBC tubes, which represents the periodic axial oscillation
f the free tube ends. Dickey and Paskin �39� found a similar low
requency mode for small particles with free surfaces. The peak
ppears at 1.25 THz, 0.75 THz, 0.5 THz, and 0.25 THz at nano-
ube lengths 5 nm, 10 nm, 20 nm, and 40 nm, respectively. The
eduction in peak position with tube length does not scale linearly;
his is likely a result of the 0.25 THz resolution. The resolution
an be increased by using significantly longer simulation times;
owever, such times are computationally intensive and beyond the
cope of the present study.

The full DOS was also calculated. This was done by replacing
he product of axial velocity components in Eq. �11� with the dot
roduct of velocities

Dfull��� = S� dt e−i�t�v��t� · v��0�� = S�t · FFT��v��t� · v��0���

�12�
nlike the clear “peak” / “no peak” behavior of the longitudinal
ensity of states, the full density of states shows a low-frequency
eak for both PBC and free cases that is more pronounced with
ree boundary conditions. The inclusion of radial and tangential
elocity components in the full DOS �Eq. �12�� contributes addi-
ional vibrational modes and it is likely that these partially obscure
ny “peak”/“no peak” effect occurring at low frequencies.

Temperature Dependence and Quantum Correction. For
oth free boundary and PBC cases, thermal conductivity mono-
onically decreases with increasing temperature as shown in Fig.
. This temperature dependence disagrees with the available low-
emperature ��500 K� experimental data. The reason for this dis-

Fig. 2 Uncorrected thermal conductivity versus temperature
free; and „b… periodic boundary conditions
greement is that quantum effects, which are important at tem-

ournal of Heat Transfer
peratures below the Debye temperature, are completely neglected
in the classical MD approach. Thus, quantum corrections to the
MD calculations of temperature and thermal conductivity are nec-
essary. Temperature in MD simulations �TMD� is typically calcu-
lated based on the mean kinetic energy of the system. By assum-
ing that the total system energy is twice the mean kinetic energy at
TMD �equipartition� and equal to the total phonon energy of the
system at the quantum temperature T, correction is made through
�40�

m�
i=1

N

vi
� · vi

� = 3NkBTMD =�
0

�max

Dtot��� 1

�e
�/kBT − 1�
+

1

2
�
� d�

�13�

where Dtot��� is the phonon density of states summed over all
acoustic branches and the 1

2 term represents the effect of zero
point energy. Essentially, this procedure corrects for the low-
temperature heat capacity variation with temperature that is not
accounted for in the classical simulation. It provides a means for
mapping results calculated classically onto their quantum analogs
at the same energy level.

To implement the quantum correction here, the Debye density
of states �41� is used. On a per atom basis and converting from
angular frequency to frequency Eq. �13� becomes

TMD =
1

3kB
�

0

�D

btot��� 1

�eh�/kBT − 1�
+

1

2
�h� d� �14�

The total DOS is the sum over the longitudinal, two degenerate
transverse, and twist densities of states

btot = bLA + 2bTA + bTW =
4��2

�N

V
� �

1

cLA
3 +

2

cTA
3 +

1

cTW
3 � = 4� 4��2

cav
3 �N

V
��

�15�

and cav=11.26 km/s is the speed of sound averaged over the four
branches according to their weights in the density of states. The
velocities of the individual branches are given as cLA
=20.35 km/s, cTA=9.43 km/s, and cTW=15 km/s �8�.

The upper limit of Eq. �14� is the Debye frequency, which
scales with Debye temperature through the proportionality factor
kB /h. It is not entirely clear what the correct Debye temperature
value is for carbon nanotubes, but it is expected to be similar to

different nanotube lengths for „10, 10… SWNTs with both: „a…
at
that of graphite �8�. Several studies quote or estimate high values
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or graphite, e.g., 2000 K �8� and 2500 K �42�. A recent first-
rinciples study of graphite �43� reveals a temperature dependent
ebye temperature: �400 K at 0 K rising dramatically to �1900

t high temperature. It is important to note that dramatically dif-
erent Debye temperatures are often quoted for different modes in
he same material, for example 2100 K for longitudinal modes
ersus 614 K for transverse modes propagating in-plane in graph-
te �44�. In other cases a single value, determined from fitting
xperimental heat capacity data or from DOS calculations that
verage among the various vibrational modes, is reported. The
atter approach is used here �Eq. �15��. The Debye frequency is
ound from the number of modes in a single acoustic branch,
hich is equal to the number of primitive cells in the domain �41�

nd also to the number of atoms divided by the number of basis
toms per primitive cell p

M =
N

p
=�

0

�D

Dav���d� =�
0

�D Nbtot���
4

d� =�
0

�D 4N��2

cav
3 �N

V
�d�

�16�

ith the Debye frequency evaluated from the integral as

�D = cav�3�N

V
�

4�p
�

1/3

=
kBTD

h
�17�

he Debye frequency, using the average branch speed cav and
ssuming the cross-sectional area of the nanotube is a ring of van
er Waals thickness 3.4 Å, is 9.86 THz. The corresponding Debye
emperature, 473 K, is comparable to reported values of 475 K
45� and 580 K �46�. It should be noted that our value is lower
han other reported values for nanotubes such as 960 K �9�,
000 K �47�, and the �2000 K values reported for graphite.
hese differences may arise from the different treatments of the
ensity of states used �e.g., Refs. �9,47�� or possibly from the use
f longitudinal instead of averaged phonon velocity. Regardless,
he use of a “low” Debye temperature will give a conservative
stimate of the quantum correction, which is why it has been used
ere.

The relation between TMD and T obtained from Eq. �14� is
hown in Fig. 3�a�. TMD and quantum temperature T differ at low
emperature but approach one another at high temperature. This is

ore clearly illustrated in Fig. 3�b�, which shows the temperature
ependence of dTMD/dT. In this figure the slope approaches 1 as
emperature increases. Inclusion of the zero point energy in Eq.
14� results in a corresponding “zero point temperature”: an MD
emperature below which there is no classical analog to any quan-
um temperature.

The quantum correction is incorporated in the thermal conduc-
ivity expression by multiplying the thermal conductivity in Fou-
ier’s law by a factor dTMD/dT �48�

kqc = −
qz

dT/dz
= −

qz

�dT/dTMD��dTMD/dz�
= �dTMD

dT
�k �18�

his calculation reflects that the thermal conductivity directly cal-
ulated from MD �k� differs from the quantum corrected thermal
onductivity �kqc� due to the differing classical and quantum defi-
itions of temperature. It is evident from Eq. �18� and Fig. 3�b�
hat the quantum correction is largest at low temperature and is
egligible at high temperature.

The corrected thermal conductivities are shown in Fig. 4. They
hould be viewed as qualitative in nature due to the assumptions
f Debye density of states, definition of nanotube cross-sectional
rea, and averaged velocity that have been used. Corrections have
ot been applied to the TMD=100 K values since they are below
he zero point temperature. In general, the corrected thermal con-
uctivities are lower than the uncorrected �classical� thermal con-

uctivities. The difference between quantum corrected and classi-

10 / Vol. 129, JUNE 2007
cal thermal conductivities decreases with increasing temperature,
as is expected from Fig. 3. Unlike the uncorrected results, which
monotonically decrease with temperature, the corrected results
display a slight increase with temperature to a maximum value at
�400 K, then a slight decrease. This trend is consistent with ther-
mal conductivity measurements for single-wall carbon nanotubes
�5� and multiwall carbon nanotubes �2,3� and is also consistent
with the Debye temperature calculated above. The use of a higher
Debye temperature/frequency yields a stronger correction due to
inclusion of higher frequency modes; these modes are more quan-
tum in nature �33�. This results in a sharper peak and lower values
than in Fig. 4 but qualitatively the results are similar, as ascer-
tained from another set of simulations run at a higher Debye tem-
perature. It is questionable that some other studies �16,17� using
classical MD simulations can also attain this peaking behavior
without a quantum correction, as k�1/T temperature dependence
is expected in the purely classical regime. We agree with
Maruyama �22� that these studies are likely suffering from arti-
facts of small simulation cell size, which cuts off long wave-
lengths at lower temperatures and thus artificially reduces the low-
temperature thermal conductivity.

Effect of Boundary Conditions. Figures 2 and 4 illustrate that

Fig. 3 „a… MD temperature versus quantum temperature for
„10, 10… SWNTs; and „b… ratio of MD to quantum temperature
versus MD temperature
thermal conductivity in nanotubes with free boundaries is lower
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han that with periodic boundary conditions. The effect of the free
oundary is to reduce the phonon lifetime due to additional scat-
ering at the tube ends, which reduces the correlation of heat flux
ector at time t with the initial heat flux vector. This reduction is
ery strong in the 5 nm tubes. In Fig. 5�a� it is seen that the
CACF decays to zero very quickly and then fluctuates about this
alue, which leads to much lower thermal conductivity compared
o that of the PBC case �Eq. �2��. With increasing tube length the
ffect of boundary scattering is less severe, as indicated in Fig.
�b� for the 40 nm free boundary case. The HCACF curve starts to
ave a long decaying tail and becomes similar to that of the PBC.
or all PBC simulations and for free simulations of 20 nm or

onger, the HCACF has a fast decay followed by a longer decay.
n general, HCACF in PBC nanotubes decays more slowly than
hose with free boundary conditions, which leads to higher ther-

al conductivity. For both cases, HCACF decays more slowly
ith increasing length, leading to a length dependent thermal

onductivity.
It is also evident in Fig. 5 that there are pronounced high-

requency oscillations for the free boundary condition cases as
ompared to the PBC cases. This is believed to arise from the
angling carbons at the free ends, whose vibrations contribute
trongly to the periodic reversals of the heat current.

Phonon Decay Times. For the thermal conductivity calcula-
ions described above, the phonon decay times �1 and �2 were

Fig. 4 Estimated values of quantum corrected thermal condu
10… SWNTs with both: „a… free; and „b… periodic boundary con
Fig. 5 Normalized HCACF for „a… 5 nm, and

ournal of Heat Transfer
calculated based on double exponential fits to the free and PBC
nanotube HCACF before the ballistic transport time �b. Although
this “early time” fitting was a requirement for the PBC nanotubes,
it was only done for the free nanotubes to provide a consistent
basis for comparison to the free case. Free nanotubes require no
such time truncation, so HCACF fits were also performed for
much longer times, up to 100 ps, to see the effects of fitting time.
The overall time constants were not observed to change signifi-
cantly for the fitting times investigated, although as expected the
100 ps fits resulted in the lowest fitting errors.

Results for �2 from the 100 ps HCACF fitting are shown in Fig.
6 for nanotubes with free boundary conditions, and the corre-
sponding results for �1 are found in Table 2. For PBC nanotubes it
was not possible to perform reasonable 100 ps fits for �1 and �2
directly due to the spurious self correlation effects that appeared
much earlier than this time. From Fig. 6 it is clear that �2 for
nanotubes with free boundaries increases linearly with nanotube
length and increases as temperature decreases. These phenomena
can be understood from Matthiessen’s rule

1

�2,free
=

1

�p–p
+

2

�b
=

1

�p–p
+

2c

L
�19�

Here the overall scattering rate for the free nanotube 1/�2,free is
determined by the characteristic times for phonon–phonon scatter-
ing, �p−p, and boundary scattering, �b. Note that �b is the same as

vity versus temperature at different nanotube lengths for „10,
ons
cti
„b… 40 nm „10, 10… SWNTs at TMD=300 K
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he ballistic transport time. Similar approaches have been used to
ccount for finite size effects on phonon mean free path in MD
imulations �49,50�. The �b /2 represents the average time a pho-
on has traveled �one-dimensional geometry� since last scattering
rom either end of the nanotube

�av =
l

c
=

�
0

L

z dz

c�
0

L

dz

=
L

2c
=

�b

2
�20�

Equation �19� shows that as length increases, �2,free also in-
reases. This increase is linear when �av��p−p, leading to

�2,free � �av =
L

2c
�ballistic regime� �21�

he linear increase in Fig. 6 thus indicates that the observed nano-
ubes are in the ballistic transport regime: nanotube lengths are

uch shorter than the phonon mean free path l in this regime. The
ecrease in �2,free as temperature increases indicates that the trans-
ort, although still largely ballistic, is moving toward the diffusive
nd of the ballistic–diffusive continuum. This is supported by Eq.
19� and by the well known �p−p�1/T temperature dependence in
he classical regime. Assuming that the kinetic theory proportion-
lity of thermal conductivity and phonon scattering time

k = �Ccl = �Cc2�p–p �22�
olds, this behavior is also consistent with the linear dependence
f thermal conductivity on length found in Ref. �24�. From Eq.
19� it is evident that as temperature increases, �p−p decreases and
he diffusive phonon–phonon scattering term 1/�p−p in the de-
ominator becomes larger. At high enough temperatures it will
ecome dominant, leading to fully diffusive transport, which is
haracterized by no length dependence �i.e., convergence�.

In the fully ballistic limit the speed of sound may be estimated
rom

ig. 6 Time constant �2 versus length at different tempera-
ures „TMD… for „10, 10… SWNTs with free boundary conditions

able 2 Fast decay time constant �1 „in fs… for nanotubes with
ree boundaries at different lengths and temperatures „TMD…

100 K 200 K 300 K 400 K 500 K

nm 4.02 4.098 4.116 4.182 4.249
0 nm 3.834 3.506 4.16 4.377 4.41
0 nm 3.936 4.225 4.566 4.59 5.585
0 nm 4.507 5.205 5.733 6.123 7.08
12 / Vol. 129, JUNE 2007
c �
L

2�2,free
�ballistic regime� �23�

Applying this to the reciprocals of the slopes in Fig. 6 yields the
results in Table 3. The apparent speed of sound magnitudes range
from 25 to 34 km/s as temperature increases from 100 to 500 K.
These values are comparable to the 20 km/s LLA value in Ref. �8�,
but the increase with temperature requires some discussion. Equa-
tion �23� is only truly valid when �p−p→�, which occurs as T
→0. The apparent speed of sound calculated at higher tempera-
tures is too large since �2,free is reduced from the ballistic value by
the increasing effects of diffusive phonon–phonon scattering.
Thus, Eq. �23�, taken in the low-temperature limit, provides a
simple estimate of the speed of sound that is much easier to use
than conventional calculations based on the dispersion relation.

In general, the free nanotube fast decay times �1 in Table 2
increase slightly with temperature and nanotube length, ranging
between 4 fs and 7 fs for the various cases considered. These
local decay times are typically associated with half the vibration
period of the carbon–carbon bond, which is in general a length
and temperature independent quantity. Using the 52 THz C–C vi-
bration found in Fig. 1 yields a �1 value of 9.6 fs, which is a factor
of �2 higher than the �1 values in Table 2. The slight length and
temperature dependences observed in the table are likely due to
minor fitting errors. The reason for the low �1 values for free
nanotubes is not fully understood but may be an artifact of the
pronounced high-frequency oscillations in the HCACF decay in
the free boundary cases. It is likely that the double exponential fit
samples only the initial, overly steep high frequency decay for �1
rather than the time averaged decay over several oscillations. This
is supported by the fact that PBC “early time” autocorrelation
data, which did not exhibit pronounced high-frequency oscilla-
tions, were fitted by a double exponential to yield �1 values in the
range 8.4–11.7 fs that match the C–C vibration value well. From
visual analysis of Fig. 5, it is evident that fitting an envelope to the
peaks and valleys of the autocorrelation decay for free boundary
cases yields a slower decay approximately equal to both the C–C
and PBC “early time” �1 values.

Length Dependence of Thermal Conductivity. With in-
creased system size, thermal conductivity is increased for both
free and PBC cases shown in Fig. 7. This is consistent with the
length dependence found by others �18,20–22,24�. Since the long-
est tube length modeled here is 40 nm, the thermal conductivity is
still far from its ultimate bulk value. The thermal conductivity
value is 158 W/m K for a 40 nm tube at 300 K. This is similar to
the �160 W/m K at 61.5 nm length value reported in Ref. �20�
and somewhat lower than the 215 W/m K at 50 nm length value
reported in Ref. �21�. A significant question that arises is: why
does thermal conductivity of the PBC cases increase with length,
since there are no free ends and thus no boundary scattering
should occur?

The length dependence of thermal conductivity is not a simu-
lation artifact but rather is a real physical effect arising both from
the boundary scattering effects discussed above �Eq. �19�� and
from the vibrational modes in the nanotube. Longer nanotubes
allow additional vibrational modes, and each mode created by
increasing the nanotube length provides a new channel for heat
transport. Thus, the heat capacity increases with length. However,

Table 3 Apparent „10,10… carbon nanotube speed of sound
„m/s… estimated from Fig. 6 and Eq. „23… at different tempera-
tures „TMD…

100 K 200 K 300 K 400 K 500 K

25,100 28,800 30,041 32,900 34,100
thermal conductivity is proportional to heat capacity per unit vol-
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me �C, which does not increase with length. So, something else
ust be responsible for the length dependence of thermal conduc-

ivity in PBC nanotubes. Two explanations come to mind. First,
he additional modes allowed by the longer nanotubes have
maller wave vectors. Modes with low wave vector have a lower
robability of Umklapp scattering, and thus are more long lived
han the already existing higher frequency modes. When included
ith these modes, the net effect is to increase the overall relax-

tion time and thermal conductivity. Additionally, the results of a
ecent study �51� indicate that normalized phonon density of states
f �10,10� nanotubes does display some length dependence.
riefly, the frequency distribution does not remain constant with

ncreases in length, but instead a redistribution toward lower fre-
uencies occurs. Generally the lower frequencies have higher
roup velocities which, along with Eq. �22�, might explain the
bserved increase in PBC thermal conductivity with length. It is
ossible that the length dependence arises as an artifact of the
rtificial self-correlation that occurs as the phonon circles the
imulation cell multiple times. Such correlation effects would be
ikely to decrease with length as the simulation cell dimension
pproaches and then exceeds the phonon correlation length, so are
ot likely to contribute to the observed increase in thermal con-
uctivity with length.

Homogeneous Nonequilibrium Molecular Dynamics. To de-
ermine the effect of MD simulation method on calculated thermal
onductivity, the homogeneous NEMD method was applied to
nm and 10 nm SWNTs with PBC at 300 K. A perturbing force

e
� was applied in the axial direction with magnitudes ranging

rom 0.05 to 0.4, the resultant heat current components Jz�Fe
� , t�

ere calculated, and k�Fe
� � was found using Eq. �5�. A plot of

erturbed thermal conductivity versus magnitude of perturbing
orce is shown in Fig. 8. Also shown in Fig. 8 for comparison are
hermal conductivity values and data points read from a similar
lot from Berber et al. �16�. Note that these data are for a 2.5 nm
anotube at 100 K; Ref. �16� does not provide perturbed thermal
onductivity versus magnitude of perturbing force plots at other
emperatures or nanotube lengths.

A fit to these data points is required in order to estimate the

acroscopic �unperturbed� thermal conductivity k�Fe
� =0�. As

here is no unambiguous choice for the fitting function in the
iterature, two types of fits have been chosen: a 1/x type fit, which
ppears to be the type employed by Berber et al., and an expo-

Fig. 7 Uncorrected thermal conductivity versus length at dif
and „b… periodic boundary conditions
ential fit. The functional forms of the fits are k�Fe�=a / �Fe−b�

ournal of Heat Transfer
and k�Fe�=A1 exp�−Fe/ t1�, each with two fitting parameters
�Table 4�. The 1/x fit is shifted along the abscissa by the amount
b in order to allow extrapolation to a finite macroscopic conduc-
tivity. A simple power law fit y=a /x is not used because extrapo-

lation to zero Fe
� gives an unphysical infinite thermal conductivity.

Extrapolation to zero Fe
� by the exponential fit gives thermal

conductivities 233 W/m K for 5 nm and 240 W/m K for 10 nm
SWNT at 300 K, and using the 1/x fit gives 345 W/m K for 5 nm
and 375 W/m K for 10 nm �Fig. 4�. These values are significantly
higher than the corresponding values calculated in this paper by
the EMD method �73 W/m K for EMD with PBC for 10 nm
SWNT at 300 K�, but still much lower than the 300 K value of
6600 W/m K reported in Ref. �16�. To explain the discrepancy
with Berber et al.’s value, we have fit their available
�100 K,2.5 nm� data points using both exponential and 1/x type
fits. We were unable to reproduce their 100 K value of
37,000 W/m K. Our exponential fit to their data yielded a value
of about 235 W/m K, which is similar to our exponential fitting

nt temperatures „TMD… for „10, 10… SWNTs with both: „a… free;

Fig. 8 Perturbed thermal conductivity versus perturbation
„Fe… calculated by homogeneous molecular dynamics simula-
tion at TMD=300 K. Macroscopic thermal conductivity values
fere
for the various cases are underlined.
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alues for 5 nm and 10 nm nanotubes at 300 K, while the 1/x
ype fit did not yield any value as the fitted curve never inter-
epted the y axis. The influence of error in reading data from the
lot was investigated by incorporating small changes in the ob-
ained data points and observing the resultant change in fitting
arameters and conductivity. No significant changes were ob-
erved; the exponential fit macroscopic thermal conductivity
hanged by �5% and the 1/x fit conductivity was still undefined.
o, it is unlikely that the discrepancies between the present results
nd those in Ref. �16� are due to misreading of the published data.

The overall error in the exponential fit values for 5 nm and
0 nm nanotubes is about 4%, while that of the 1/x fit is about
3%. The macroscopic thermal conductivity values for 5 nm and
0 nm nanotubes differ by less than this error, so no clear length
ffect can be determined from the HNEMD data points. The 1/x
nd exponential fits differ by about 35%, with the 1/x fit consis-
ently higher than the exponential fit. This difference may be taken
s a rough estimate of the uncertainty in the values obtained by
NEMD.

Comparison to Literature Values. Although extrapolation us-
ng different fitting functions will result in different thermal con-
uctivity values from homogeneous NEMD, it is not clear how
he presented k versus Fe data in Berber’s paper could be extrapo-
ated to yield a 100 K thermal conductivity value of
7,000 W/m K. This also brings into question the value of
600 W/m K reported at 300 K. Moreland et al. �21�, Maruyama
22�, and recently Padgett and Brenner �20� all used direct NEMD
nd found similar conductivity values, despite using different po-
entials and boundary conditions. Results in the present paper for
oth EMD and homogeneous NEMD cases are similar to those in
he above three papers but are much smaller than that from Che et
l. �18� who used EMD and the same boundary conditions. The
nly difference is the potential, REBO versus Tersoff–Brenner,
hich did not appear to play a significant role in the three direct
EMD simulations above. The reason for the difference between
he’s and the present data are thus still not clear, although scaling
y the same cross-sectional area reduces the discrepancy to a fac-
or of �5. It is possible that the precise procedure used in the
utocorrelation decay calculation and fitting process in Ref. �18�
ay also play some role, but these details are not provided so no

efinitive statement can be made. Osman et al. �17� used the same
EMD and heat flux control technique as Padgett and Brenner

20� but got much higher values. At present, these discrepancies
re also not understood, unless they are a result of stress or some
ther unknown factor.

The earlier thermal conductivity results in Table 1 show con-
iderable scatter and have not been replicated by other groups.
he more recent results, including those of the present paper, are
ll on the order of a few hundred W/m K for the tube lengths
onsidered. Due to the consistency found in these later results, it
s believed that these are more likely to be correct than the earlier
alues. This is confirmed by Mingo and Broido �24� who found
bout 100 W/m K for a 100 nm �10, 0� SWNT at 316 K. Al-

Table 4 Fitting parameters and macroscopic thermal conduc

1/x fit

Macroscopic
thermal

conductivity
�W/m K�

a
�W/m K Å−1�

nm 345 23.3
0 nm 375 22.3
ef. 16 �2.5 nm, 100 K� undefined 7.72996
hough the temperature and chirality are different, the order of

14 / Vol. 129, JUNE 2007
magnitude is the same. The ultimate test of correctness is, how-
ever, similarity to experimental data. The “correct” simulations in
Table 1 are an order of magnitude lower than available experi-
mental data, but are also performed on tubes that are short �most
are less than a few hundred nm� relative to the expected experi-
mental lengths of a few microns in order to enable comparison of
a variety of papers. Simulations on longer tubes �400 nm �22� and
1000 nm �21�� indicate that thermal conductivity has still not con-
verged and will continue to increase with tube length. This behav-
ior is expected due to the long phonon mean free path and is a
likely reason for the low “correct” values. This indicates that cal-
culated values approaching experimental values may be attainable
for simulations performed on sufficiently long tubes. Additionally,
HNEMD yields values a factor of 3–12 higher than EMD PBC
results calculated for the same tube length. Detailed discussion of
the differences among the various simulation methods is the sub-
ject of another publication �51�. It remains to be seen whether
differences in intermolecular potential will have a significant ef-
fect at longer tube lengths.

Conclusions
Using molecular dynamics simulations we have calculated the

thermal conductivity for �10, 10� single-wall carbon nanotubes as
a function of temperature, length, and simulation method for both
free boundary and periodic boundary conditions. To qualitatively
account for the quantum effect, a correction is made to the thermal
conductivity. The corrected values increase with increasing tem-
perature and fall off at high temperature, showing a trend that is
consistent with experimental observations. The free boundaries
reduce phonon lifetime due to additional phonon scattering at tube
ends and therefore give lower thermal conductivity than that of
periodic boundary conditions. Thermal conductivity increases
with length at all temperature and boundary conditions. Linear
increases in �2 and monotonic increases in thermal conductivity
indicate ballistic transport in these simulations, and provide a
simple means to estimate phonon speed of sound. An uncorrected
value of about 160 W/m K is found at 300 K for a 40 nm tube
length using equilibrium molecular dynamics. Homogeneous non-
equilibrium molecular dynamics simulation indicates a factor of
3–12 increase as compared to equilibrium molecular dynamics
with periodic boundary conditions for nanotubes at 300 K. The
present results agree well with recent theoretical results for carbon
nanotube thermal conductivity, which are consistent with each
other at comparable nanotube lengths. Discrepancies between
simulated and experimental values are attributed to length effects,
and may also arise due to the effects of simulation method, stress,
and intermolecular potential.
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omenclature
b � density of states per atom
C � heat capacity �per unit mass�
c � speed of sound

D � density of states �states/frequency�
� � atomic energy including both potential and

kinetic
EMD � equilibrium molecular dynamics

f ij
� � force on atom i due to atom j

Fe
� � external force field in homogeneous NEMD

Fi
� � total force on atom i

HCACF � heat current autocorrelation function
HNEMD � homogeneous nonequilibrium molecular

dynamics
h, 
 � Planck’s constant, Planck’s constant divided by

2�
J � heat current
k � thermal conductivity �axial direction�

kB � Boltzmann’s constant
L � nanotube length
l � phonon mean free path

m � atomic mass
M � number of primitive cells in simulation domain

MD � molecular dynamics
MWNT � multi-wall carbon nanotube

N � number of atoms
NEMD � nonequilibrium molecular dynamics

p � number of basis atoms per primitive cell
PBC � periodic boundary conditions

rij � distance between atom i and j
r� � atomic position vector

REBO � reactive bond order potential
SWNT � single-wall carbon nanotube

S � scale factor in density of states
q � heat flux

T, Tq � �quantum� temperature
TMD � MD temperature

�t � MD simulation timestep
tcorr � correlation time
trun � simulation run time
TB � Tersoff–Brenner potential

v� � atomic velocity vector
V � volume of nanotube

reek
� � frequency

�D � Debye frequency
� � mass density

�1, �2 � time constant in double exponential fit for
HCACF

�b � boundary scattering time
�p-p � phonon–phonon scattering time

� � angular frequency
�� � angular velocity of simulation system

	k � probable error of thermal conductivity
	T � probable error of temperature

	�J�t�J�0�� � probable error of HCACF
�� � average

ubscripts
acoustic � acoustic modes

av � averaged over all four acoustic modes
D � Debye

i, j, k � summation index, atom index
free � free boundary condition
full � full
LA � longitudinal acoustic mode
long � longitudinal

ournal of Heat Transfer
max � maximum angular frequency in density of
states

PBC � periodic boundary condition
qc � quantum corrected

TA � transverse acoustic mode
tot � total density of states

TW � twist acoustic mode
z � axial direction
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Natural Convection in a
Partitioned Vertical Enclosure
Heated With a Uniform Heat Flux
This numerical study looks at laminar natural convection in an enclosure divided by a
partition with a finite thickness and conductivity. The enclosure is assumed to be heated
using a uniform heat flux on a vertical wall, and cooled to a constant temperature on the
opposite wall. The governing equations in the vorticity-stream function formulation are
solved by employing a polynomial-based differential quadrature method. The results
show that the presence of a vertical partition has a considerable effect on the circulation
intensity, and therefore, the heat transfer characteristics across the enclosure. The aver-
age Nusselt number decreases with an increase of the distance between the hot wall and
the partition. With a decrease in the thermal resistance of the partition, the average
Nusselt number shows an increasing trend and a peak point is detected. If the thermal
resistance of the partition further declines, the average Nusselt number begins to de-
crease asymptotically to a constant value. The partition thickness has little effect on the
average Nusselt number. �DOI: 10.1115/1.2717241�

Keywords: natural convection, PDQ, enclosure, partition, vorticity, stream function
Introduction
Natural convection in an enclosure has been receiving consid-

rable attention due to its importance in various engineering ap-
lications, such as double-pane windows, solar energy collectors,
ouble-wall insulation, and the cooling of electronic equipments.
he primary focus of previous studies has been that of a simple
nclosure with no partitions, and a comprehensive overview of the
ublished results on this subject has been provided by Ostrach �1�.
owever, real systems can differ significantly from the simple

nclosure model. For example, in some building applications the
odel must include the association of two enclosures which com-
unicate laterally through a doorway, window, or corridor. Natu-

al convection in the air layer of a double-pane window or double-
all insulation is coupled with the internal natural convection in

he room and external convection. The case is similar for the solar
ollector, where the internal and external convection are coupled
t the glazing. In addition, enclosures with partitions are fre-
uently used to modify heat transfer in practice.

Ho and Yih �2� performed a numerical study of natural convec-
ion in an air-filled vertically partitioned enclosure, and concluded
hat the heat transfer rate is considerably attenuated in a parti-
ioned enclosure in comparison with that for a nonpartitioned en-
losure. Dzodzo et al. �3� studied natural convection in an enclo-
ure with a centrally located vertical partition. Their results
ndicate that partitioning the enclosure vertically can reduce the
onvective heat transfer by up to 64%. Tong and Gerner �4� in-
estigated the effect of partition location on natural convection in
n air-filled enclosure, and found that placing a partition exactly
idway between the vertical walls of an enclosure produces the

reatest reduction in heat transfer. Elsherbiny et al. �5� found that
he thermal boundary conditions at the end walls influence the
ffect of partitions on reducing heat transfer rates across the en-
losure. Acharya and Tsang �6� studied inclined enclosures with a
entrally located partition. It was found that for an inclined enclo-
ure, the maximum local Nusselt number occurs at the partition
enter only at low Rayleigh numbers. At high Rayleigh numbers,
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the maximum is shifted toward the two corners of the partition.
Ciofalo and Karayiannis �7� investigated the effect of using a
fixed-width barrier that protrudes centrally from the end walls of
an enclosure on natural convection. The efficacy of such a parti-
tioning was found to depend upon the aspect ratio and to
strengthen as the value of that ratio increases. Nishimura et al. �8�
studied natural convection in an enclosure divided by multiple
vertical thin partitions. It was found that the average Nusselt num-
ber is inversely proportional to �1+N� where N is the partition
number. Jones �9� reported numerical results for the case of an
enclosure with five vertical partitions. It was concluded that the
effect of dividing the enclosure into six cells reduces the convec-
tive heat transfer by a factor of six.

Most previous studies of natural convection in the partitioned
enclosures have been concerned with cases where the hot and cold
walls are isothermal. There is rather insufficient knowledge re-
garding more complex boundary conditions, such as a case where
the hot wall has a uniform heat flux and where the cold wall is
isothermal, although this may be a better model for many real
situations. The case where there is a uniform heat flux at both the
hot and cold walls received some consideration, e.g., see Vasseur
et al. �10�. However, there are few real situations in which there is,
even approximately, a uniform heat flux at the cold wall. In addi-
tion, the low-order methods such as finite difference, finite ele-
ment, and finite volume were more commonly used in the studies
dealing with natural convection in enclosures, and in general, the
low-order methods need a large number of grid points to ensure a
reliable level of accuracy.

This paper focuses on a numerical study of steady-state laminar
natural convection in a partitioned enclosure heated by a uniform
heat flux on a vertical wall and cooled to a constant temperature
on the opposite wall, using a polynomial-based differential
quadrature method.

2 Differential Quadrature Method
The differential quadrature �DQ� method �11,12� is a new and

efficient discretization technique to obtain accurate numerical so-
lutions using a considerably small number of grid points. In the

DQ method, the derivative of a function is approximated by a
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eighted linear sum of the function values at given grid points.
he weighting coefficients are not related to any particular prob-

em and only depend on the grid spacing. Thus, any differential
quation can be reduced to a set of algebraic equations using these
oefficients. One essential issue pertaining to the method is how
o compute the weighting coefficients. In the DQ method, the first-
nd second-order derivatives of f�x� at a point xi are approximated
y

fx�xi� = �
j=0

n

aij f�xj� for i = 0,1,2, . . . ,n

�1�

fxx�xi� = �
j=0

n

bij f�xj� for i = 0,1,2, . . . ,n

here n is the number of the grid points, and aij and bij are the
rst- and second-order weighting coefficients, respectively. Two
ifferent techniques have been proposed to determine the weight-
ng coefficients for the first-order derivatives. While the first

ethod is implemented by solving a system of algebraic equa-
ions, the second method is realized by a simple algebraic formu-
ation. Since the grid points can be chosen arbitrarily, the first

ethod is more popular. Its matrix becomes ill conditioned when
he number of grid points is large. Therefore, it is very difficult to
btain weighting coefficients with this method. To overcome this
ifficulty, Shu and Richards �12� proposed a polynomial-based
ifferential quadrature �PDQ� method for the calculation of the
eighting coefficients.

2.1 Polynomial-Based Differential Quadrature Method. In
he PDQ method, it is assumed that the function f�x� is approxi-

ated by an nth degree polynomial in the form

f�x� = �
k=0

n

ckx
k �2�

hu and Richards �12� derived the following explicit formulations
o calculate the weighting coefficients

aij =
M�1��xi�

�xi − xj�M�1��xj�
, when j � I, aii = − �

k=1,k�i

n

aik �3�

bij = 2aij�aii −
1

�xi − xj�
�, when j � I, bii = − �

k=1,k�i

n

bik

�4�

here

M�1��xi� = �
k=1,k�i

n

�xi − xk� �5�

hen the coordinates of grid points are known, the weighting
oefficients for the discretization of derivatives can easily be cal-
ulated from Eqs. �3�–�5�.

Analysis
The schematic of the system with the coordinates is shown in

ig. 1. The square enclosure contains a vertical partition which
eparates the enclosure into two regions. The partition has a vari-
ble thickness w and conductivity kp. It is assumed that a uniform
eat flux is applied to the heated vertical wall, the other vertical
all is kept at a uniform temperature, and that the horizontal walls

re adiabatic. The conjugate heat transfer boundary conditions on
oth sides of the partition wall are taken into consideration.
The dimensionless variables are defined as follows

18 / Vol. 129, JUNE 2007
x =
x*

L
, y =

y*

L
, xp =

xp
*

L
, rw =

w

L
, rk =

kf

kp

�6�

� =
�*

�
, � =

�*

�/L2 , T =
T* − TC

*

TR
* − TC

*

where L is the width of the enclosure; kf and kp are the thermal
conductivities of the fluid and partition, respectively; rk and rw are
the thermal conductivity ratio and dimensionless partition thick-
ness, respectively; � is the thermal diffusivity of the fluid; and T*

is the dimensional temperature. The reference temperature TR
* may

be selected without a loss of generality to scale the dimensionless
heat flux to unity as TR

* =TC
* +Lq /kf, with q being the uniform heat

flux applied to the heated wall.
The dimensionless governing equations for the laminar steady-

state natural convection after invoking the Bousinesq approxima-
tion and neglecting viscous dissipation and thermal radiation can
be written as follows in the vorticity-stream function formulation

�2�

�x2 +
�2�

�y2 = − � �7�

��

�y

��

�x
−

��

�x

��

�y
= Pr	 �2�

�x2 +
�2�

�y2 
 + Ra Pr
�T

�x
�8�

��

�y

�T

�x
−

��

�x

�T

�y
=

�2T

�x2 +
�2T

�y2 �for the fluid�

�9�
�2T

�x2 +
�2T

�y2 = 0 �for the partition�

Here the Prandtl and Rayleigh numbers are defined as

Pr =
�

�
, Ra =

g�L3�T*

��
�10�

where � is the kinematic viscosity of the fluid; g is the gravita-
tional acceleration; and � is the coefficient of thermal expansion.

The dimensionless stream function and vorticity are defined as
follows

u =
��

�y
, v = −

��

�x
, � =

�v
�x

−
�u

�y
�11�

Fig. 1 The geometry and the coordinate system
where u and v are the dimensionless velocity components.
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The boundary conditions for the problem are

��x,0� = 0, � �T

�y
�

x,0

= 0, ��x,1� = 0, � �T

�y
�

x,1

= 0 �12�

��0,y� = 0, � �T

�x
�

0,y

= − 1, ��1,y� = 0, T�1,y� = 0 �13�

��xp − 0.5rw,y� = 0, � �Tp

�x
�

xp−0.5rw,y

= rk� �T

�x
�

xp−0.5rw,y

�14�

��xp + 0.5rw,y� = 0, � �Tp

�x
�

xp−0.5rw,y

= rk� �T

�x
�

xp+0.5rw,y

�15�

here is no physical boundary condition for the vorticity. How-
ver, an expression can be derived from Taylor series expansion of
he stream function equation as �wall=−�2� /��2 �13�. Here � is
he outward direction normal to the surface. The equation given
bove is therefore used in this study as the boundary condition for
he vorticity on the partition walls, as well as for the enclosure
alls.
The average Nusselt number can be defined as

Nua =
TR

* − TC
*

Ta
* − TC

* =
1

Ta
�16�

ere Ta is the average temperature of the hot wall, i.e., Ta

�0
1T dy.
This definition of the average Nusselt number follows from the

act that with the present thermal boundary conditions, the effect
f convection is not to increase the heat flux across the enclosure
ut rather to decrease the intensity of the temperature field within
he enclosure. With this definition, the average Nusselt number
epresents the usual enhancement of natural convection heat trans-
er compared to that by pure conduction.

Results and Discussion
The governing equations discretized by employing the PDQ
ethod become as follows

�
k=0

Nx

bi,k�k,j + �
k=0

Ny

b̄j,k�i,k = − �i,j �17�

�
k=0

Ny

āj,k�i,k�
k=0

Nx

ai,k�k,j − �
k=0

Nx

ai,k�k,j�
k=0

Ny

āj,k�i,k

= Ra Pr 	�
k=0

Nx

ai,kTk,j
 + Pr	�
k=0

Nx

bi,k�k,j + �
k=0

Ny

b̄j,k�i,k

�18�

Table 2 The validatio

Ra=104

Vahl Davis Present Vahl

�max
— 5.07 9

Nua
2.24 2.24 4

Numax
3.53 3.53 7

Numin
0.59 0.59 0
ournal of Heat Transfer
�
k=0

Ny

āj,k�i,k�
k=0

Nx

ai,kTk,j − �
k=0

Nx

ai,k�k,j�
k=0

Ny

āj,kTi,k

= 	�
k=0

Nx

bi,kTk,j + �
k=0

Ny

b̄j,kTi,k
 �19�

�
k=0

Nx

bi,kTk,j + �
k=0

Ny

b̄j,kTi,k = 0 �20�

where the indices i and j indicate a grid point, and Nx and Ny
represent the total number of grid points in directions x and y,
respectively. This study uses a nonuniform grid point distribution
defined as

xi =
1

2
�1 − cos	 i

nx
�
�, i = 0,1,2, . . . ,nx

�21�

yj =
1

2
�1 − cos	 j

ny
�
�, j = 0,1,2, . ,ny

The points in this grid system are more closely spaced in regions
near the walls where the higher velocity and temperature gradients
are expected to develop.

A series of grid systems of up to 41*41 points are performed to
obtain a grid-independent mesh size. This suggests that when the
mesh size is above 36	36, Numax along the hot wall and �max
remain the same. The results in the case of Ra=106, xp=0.5, rw
=0.1, and rk=10−2 are shown in Table 1.

The solutions of the governing equations are obtained by the
successive over-relaxation �SOR� iteration method for an air-filled
�Pr=0.7� square cavity, with the Rayleigh number varying from
104 to 106 for the partition location ranging from 0 to 0.5, for
partition thickness of up to 0.3 and for thermal conductivity ratios
between 100 and 10−3. The convergence criteria are chosen as
Rmax
10−6, where Rmax is the maximum absolute residual
value for the vorticity, stream function, and temperature equa-
tions.

In order to validate the numerical code, the solutions for the
nonpartitioned square enclosure with differentially heated side-
walls and adiabatic top and bottom walls are also obtained and

f the numerical code

Ra=105 Ra=106

vis Present Vahl Davis Present

9.57 16.75 16.76
4.52 8.80 8.82
7.71 17.93 17.53
0.73 0.99 0.98

Table 1 The grid dependency for Ra=106, xp=0.5, rw=0.1, rk
=10−2

Partition wall Cold wall

Grid size Numax Numax �max

21	21 1.57 1.86 8.71
26	26 1.61 1.92 8.59
31	31 1.62 1.93 8.57
36	36 1.63 1.94 8.57
41	41 1.63 1.94 8.57
n o

Da

.61

.52

.72

.73
JUNE 2007, Vol. 129 / 719
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ompared with the benchmark results obtained by de Vahl Davis
14� through a standard finite-difference method. The results pre-
ented in Table 2 show that there is excellent agreement between
he results of the PDQ method for the grid 41*41 and the bench-

ark results of de Vahl Davis �14� based on low-order methods
or the grids up to 81	81.

The main characteristics of natural convection flow and energy
ransport in the enclosure for the case xp=0.5, rw=0.1 are shown
n Figs. 2–4 by the streamlines and isotherms for various values of
he thermal conductivity ratio. It can be observed that the flow on
oth sides of the enclosure is unicellular. For Ra=104, the circu-
ation is so weak that the viscous forces are dominant over the
uoyancy force. The isotherms deviate slightly from the parallel
tructure to the vertical walls, which is the conduction solution
Ra=0�. This causes the conduction to be the dominant heat trans-
er mechanism inside the enclosure. At higher Rayleigh numbers,
he evolution of the flow structure, toward the boundary layer
egime, can be observed in the figures. The development of the
oundary layer regime with an increasing Rayleigh number is
learly illustrated by increasing steepness of the velocity and tem-
erature profiles near the walls, as well as the formation of a

Fig. 2 The streamline and isothe
Fig. 3 The streamline and isotherm p

20 / Vol. 129, JUNE 2007
plateau in the core region of the two fluid layers. When the circu-
lation intensity increases, the temperature at the bottom part of the
heated wall decreases significantly due to the necessity of preserv-
ing the uniform heat flux condition. This situation has a negative
effect on the circulation intensity of the left zone. As the core
temperature on both sides of the partition does not increase at the
same rate as the partition temperature, it can be concluded that the
partition cannot be under a uniform heat flux condition. On the
contrary, as can be observed in Figs. 2–4, the partition is closer to
isothermal. Therefore, the negative effect of the uniform heat flux
on the circulation intensity is not seen inside the right zone, and
the higher circulation intensity can be observed inside the right
zone when it is compared to the left zone. The hot fluid from the
hot wall impinges on the upper half of the partition while the cold
fluid from the cold wall impinges on the bottom half. Thus, the
partition tends to be hotter at the top than at the bottom. Because
of this temperature difference along the partition, heat flows from
the top to the bottom of the partition by conduction. As the ther-
mal conductivity ratio decreases, the thermal resistance of the
partition decreases. This situation causes either an increase in the
thermal interaction between the zones, or facilitation of the heat

patterns for xp=0.5, rw=0.1, rk�1
rm
atterns for xp=0.5, rw=0.1, rk=0.1
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ransfer by conduction from the top to bottom parts of the parti-
ion. Because of these two reasons, a decrease of the temperature
f the top part and an increase of the temperature of the bottom
art of the partition can be seen. Thus, the circulation intensity in
oth zones increases.

The streamlines and isotherms for xp=0.5, rk=0.01, and rw
0.1, 0.3 are presented in Figs. 4 and 5. As the partition thickness

s increased, the convective circulation on both sides of the enclo-
ure weakens and therefore the undulation in the isotherms de-
reases.

Figures 4, 6, and 7 show the streamlines and isotherms for rw
0.1, rk=0.01, and for various values of the partition location.
hen the partition is moved to the heated wall, the circulation

ntensity decreases in the smaller zone and increases in the larger
one. Thus, heat transfer by conduction in the left zone increases
nd convection in the right zone strengthens. The effect of de-
reasing the distance between the heated wall and the partition on
atural convection can also be seen by inspecting the isotherms on
oth zones. While the distortion of the isotherms decreases in the
maller zone, it increases in the large zone.

Fig. 4 The streamline and isotherm
Fig. 5 The streamline and isotherm p

ournal of Heat Transfer
The effect of the horizontal and vertical heat conduction along
the partition on the natural convection can be seen by inspecting
the streamlines and isotherms in Figs. 2 and 5, which is a thin
poorly conducting and a thick highly conducting partition. Be-
cause heat is easily transferred horizontally, the temperature of the
top part of the thicker partition has lower values than the thinner
one. For the thinner partition, heat flow from the top to the bottom
experiences greater difficulty. Thus, the temperature of the bottom
part of the partition is lower at the thin partition than at the thicker
one. This situation has a negative effect on the circulation inten-
sity by causing lower temperature values to be attained near the
bottom end of the enclosure. Therefore, there is a stronger circu-
lation for the thicker partition, although increasing the partition
thickness has a negative effect on the circulation intensity.

The dependence of the temperature along the hot wall and the
center of the partition on the Rayleigh number is shown in Fig. 8.
The lower half of the surfaces is washed by fluid that comes from
the cold surfaces, while the upper half of them receives heated
fluid from the hot surfaces. Therefore, the temperature along the
uniformly heated wall and along the center of the partition in-

atterns for xp=0.5, rw=0.1, rk=0.01
atterns for xp=0.5, rw=0.3, rk=0.01

JUNE 2007, Vol. 129 / 721
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reases from y=0 to y=1. As the Rayleigh number is increased,
he convective circulation becomes stronger and the temperatures
ake lower values.

The effect of the thermal conductivity ratio on the temperature
f the heated wall and the center of the partition is shown in Fig.

Fig. 6 The streamline and isotherm

Fig. 7 The streamline and isotherm
Fig. 8 The variation of the tempera

22 / Vol. 129, JUNE 2007
9. For the case when the thermal resistance is small enough, an
almost isothermal temperature profile is attained along the parti-
tion. When the thermal resistance of the partition is increased, the
temperature in the lower part of the partition takes lower values.
This situation results in a decrease of the temperature of the lower

atterns for xp=0.3, rw=0.1, rk=0.01

atterns for xp=0.1, rw=0.1, rk=0.01
p
ture for xp=0.5, rw=0.1, rk=0.01
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art of the heated wall as the heat transfer rate must remain fixed.
f an increase in the thermal resistance of the partition is contin-
ed, it causes an increase of the temperature of the hot wall since
he partition begins to act as an insulator and the thermal interac-
ion between the two zones decreases.

The effect of the partition thickness on the temperature of the
eated wall and the center of the partition is shown in Fig. 10. As
he partition thickness increases, the temperatures of the heated
all and of the partition increase to a certain extent due to its
eakening effect on the convective circulation.
The variations in the temperature of the heated wall and the

enter of the partition with the partition location are shown in Fig.
1. Placing a partition between the vertical walls of the enclosure
as a negative effect on convection and therefore the temperature
f the heated wall takes higher values compared with that for the
onpartitioned enclosure. Since heat transfer is governed almost
xclusively by conduction on the left zone for the low values of
p, the temperature is nearly uniform along the heated wall and
long the center of the partition. As xp increases, convection
radually becomes the dominant heat transfer mechanism inside
he left zone by causing a nonuniform temperature profile along

Fig. 9 The variation of the temp

Fig. 10 The variation of the temp
Fig. 11 The variation of the tempera

ournal of Heat Transfer
the heated wall and the center of the partition. Because of a de-
crease in the intensity of convective circulation inside the right
zone, the temperature along the heated wall takes higher values as
xp increases. As expected, the temperature along the partition de-
creases as the distance of the partition from the heated wall in-
creases.

The local Nusselt numbers along the right surface of the parti-
tion and the surface of the cold wall are presented in Fig. 12 for
various values of the Rayleigh number. The local Nusselt number
is strongly dependent on the Rayleigh number and becomes non-
uniform as a result of stronger convection as the Rayleigh number
increases. It can be observed in Fig. 13 that the heat transfer rate
along the partition surface is almost constant for the higher values
of the thermal conductivity ratio. This is expected because the
partition corresponds to an insulating layer for these values of the
thermal conductivity ratio and the energy within the system is
transported from the left to the right zone by conduction only
�Nu�1�. As stated previously, with a decrease in the thermal
conductivity ratio, the temperature of the lower half increases
while a decrease is seen at the upper half of the partition. There-

ture for xp=0.5, rw=0.1, Ra=105

ture for xp=0.5, rk=0.01, Ra=105

5

era
ture for rw=0.1, rk=0.01, Ra=10
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Fig. 12 The variation of the local Nusselt number for xp=0.5, rw=0.1, rk=0.01
5
Fig. 13 The variation of the local Nusselt number for xp=0.5, rw=0.1, Ra=10
5
Fig. 14 The variation of the local Nusselt number for xp=0.5, rk=0.01, Ra=10
5
Fig. 15 The variation of the local Nusselt number for rw=0.1, rk=0.01, Ra=10
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ore, the heat transfer rate takes higher values in the lower part
nd lower values in the upper part of the partition. It can be
bserved in Figs. 14 and 15 that the partition thickness and loca-
ion have little effect on the local Nusselt number along the right
urface of the partition and along the surface of the cold wall.

The variation of the average Nusselt number with the partition
ocation is shown in Fig. 16. The average Nusselt number de-
reases as the partition moves toward the right since the thickness
f the fluid layer in the right cell, which governs the natural con-
ection flow, decreases. Although the decrease in the average Nus-
elt number diminishes as the partition gets closer to the center of
he enclosure since a gradually strengthening circulation begins in
he left zone, the greatest reduction in heat transfer occurs for the
entrally located partition. This trend is similar to that reported by
ong and Gerner �4� for a system having isothermal vertical walls
nd Vasseur et al. �10� for a system having a uniform heat flux at
oth the hot and cold walls.

The variation of the average Nusselt number with the thermal
onductivity ratio in the case of xp=0.5 and rw=0.1, i.e., a cen-
rally located partition, is shown in Fig. 17 for various values of
he Rayleigh number. As rk is decreased, the average Nusselt
umber increases first, passes through a maximum and then be-
ins to decrease. A similar trend for the average Nusselt number
as observed by Vasseur et al. �10�. For lower values of the ther-
al conductivity ratio, the results indicate that the average Nusselt

umber tends to a constant value.
As it can be observed in Fig. 18, for the higher values of the

ayleigh number, the average Nussselt number remains nearly
onstant with an increase in the partition thickness. At Ra=104, a

Fig. 16 The variation of the averag
Fig. 17 The variation of the average

ournal of Heat Transfer
slight increase of the average Nusselt number occurs with an in-
crease in the partition thickness. As stated before, heat is trans-
ferred almost exclusively by conduction for Ra=104. Further-
more, the thermal resistance of the partition is higher than that of
the air in the case considered in Fig. 18. Therefore, the heat trans-
fer across the enclosure slightly increases with an increase in the
partition thickness for Ra=104.

The problem considered in this paper was also studied by
Oothuzien �15� for the nonpartitioned enclosure case. The com-
parison of the values of the average Nusselt number for the non-
partitioned enclosure case, which was obtained in the work of
Oosthuzien �15� and in this work, was given in Table 3. When
Table 3 is examined, it can be concluded that there is an accept-
able agreement between the results.

5 Conclusion
A numerical study based on the PDQ method was carried out

on the natural convection in a partitioned enclosure with a uni-
form heat flux on the hot wall and with a constant temperature on
the cold wall. The results show that the presence of a vertical
partition inside the enclosure has a considerable influence on the
circulation intensity, and therefore the characteristics of heat trans-
fer across the enclosure. The intensity of the circulation in the
right zone is higher than in the left zone even if the partition is in
the middle of the enclosure. The average Nusselt number de-
creases toward a constant value with an increase in the distance
between the hot wall and the partition. When the thermal conduc-
tivity ratio is relatively higher, the average Nusselt number is an

usselt number for rw=0.1, rk=0.01
e N
Nusselt number for xp=0.5, rw=0.1
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ncreasing function of the thermal conductivity ratio. However, as
he thermal conductivity ratio shrinks, the average Nusselt number
egins to decrease asymptotically toward a constant value after
ttaining a maximum. The partition thickness has little effect on
he average Nusselt number.

omenclature
a � first-order weighting coefficient
b � second-order weighting coefficient
g � gravitational acceleration, m2/s
H � height of the enclosure, m
k � thermal conductivity, W/�mK�
L � width of the enclosure, m

Nu � Nusselt number, =−��T /����=0
Pr � Prandtl number, =� /�
q � heat flux, W
R � residue

Ra � Rayleigh number, =g�L3�T* / ����
rk � the ratio of thermal conductivities, =kf /kp
rw � dimensionless thickness of the partition, =w /L
T � dimensionless temperature, =�T*−TC� / �TR−TC�
u � dimensionless horizontal velocity
v � dimensionless vertical velocity
w � thickness of the partition, m
x � dimensionless horizontal coordinate, =x* /L
y � dimensionless vertical coordinate, =y* /L
� � thermal diffusivity, m2/s
� � thermal coefficient of volume expansion, L/K
� � kinematic viscosity, m2/s
� � outward direction normal to the surface
� � dimensionless vorticity, =�*L2 /�
� � dimensionless stream function, =�* /�

ubscripts
a � average
C � cold
f � fluid
k � thermal conductivity
p � partition
R � reference

Table 3 A comparison for the averag

Ra=104

Oosthuizen Present Oosth

Nua
1.83 1.88 3.3

Fig. 18 The variation of the averag
26 / Vol. 129, JUNE 2007
w � width

Superscripts
* � dimensional quantities
− � for y direction
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Buoyancy Driven Flow in
Saturated Porous Media
Measurements are reported of heat transfer coefficients in steady natural convection on a
vertical constant flux plate embedded in a saturated porous medium. Results show that
heat transfer coefficients can be adequately determined via a Darcy-based model, and
our results confirm a correlation proposed by Bejan [Int. J. Heat Mass Transfer. 26(9),
1339–1346 (1983)]. It is speculated that the reason that the Darcy model works well in
the present case is that the porous medium has a lower effective Prandtl number near the
wall than in the bulk medium. The factors that contribute to this effect include the
thinning of the boundary layer near the wall and an increase of effective thermal
conductivity. �DOI: 10.1115/1.2717937�

Keywords: porous media, natural convection
ntroduction
In free convection from an external surface in a fluid, the Nus-

elt number can be expressed as a power law function of the
ayleigh �or Grashof� number. Similar correlations have been at-

empted for surfaces bounding a saturated porous medium, and the
iterature shows that such attempts have not been entirely success-
ul, especially for large Rayleigh numbers. Part of the difficulty in
btaining such correlations lies with determining effective ther-
ophysical properties, dispersion effects, and near wall nonuni-

ormity in the solid phase morphology.
Figure 1 summarizes the results of several experimental inves-

igations of the Rayleigh-Bénard problem for saturated flat porous
ayers �1–6�. Nusselt numbers based on the stagnant thermal con-
uctivity, km, and layer thickness, L, are plotted against the
ayleigh-Darcy number, RamDa, also scaled with layer thickness.
ote that the Rayleigh-Darcy number correctly predicts the onset
f convection at RamDa�40. Measured Nusselt numbers then di-
erge with increasing RamDa, implying that no general power-law
orrelation exists between the two parameters. It has been specu-
ated that the motion of the fluid through the tortuous paths in the
orous solid phase is responsible for such divergence and thus
akes RamDa a poor predictor of heat transfer coefficients.
Measurements of convective heat transfer from a vertical wall

n free convection are reported in only a few published experi-
ental studies �7,8�. The first attempt at this problem is apparently

he analytical study of Cheng and Minkowycz �9�, which employs
he similarity method. For a constant wall heat flux and the as-
umptions of a uniform permeability and Darcy flow,

Nux = 0.772�Ram
* Da�x

1/3, �1�

here the modified Rayleigh-Darcy number is based on heat flux
nd stagnant thermal conductivity, and the Nusselt number is
ased as well on the stagnant conductivity. Note that Eq. �1� is
btained without the need to determine the effective thermophysi-
al properties. However, its application in the laboratory and in
hermal design runs up against this requirement directly. Addition-
lly, in all experiments, the effects of fluid motion near the heated
oundary must be addressed.

The governing equations used by Cheng and Minkowycz �9�
nd Wooding �10� are,
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In Eq. �3�, the Oberbeck-Boussinesq �11,12� approximation is
used, which allows density variation only in the body force term
so as to feed the longitudinal component of momentum and ad-
vection. Two key assumptions are the existence of local thermal
equilibrium and the validity of volume-averaged quantities. Most
importantly, it is assumed that the effective thermal conductivity
of the medium is known a priori, which is necessary to calculate
the Rayleigh number. Other assumptions include steady two-
dimensional transport, a power-law wall temperature profile, no
work, no chemical reaction or phase change, negligible viscous
dissipation, negligible wall effect �i.e., no Brinkman effect�, neg-
ligible inertial effect �i.e., no Forchheimer effect�, and the validity
of Darcy’s law �13�.

The energy equation parallels that of a pure fluid, except for the
thermal diffusivity of the porous medium. Further, Eq. �5� is a
volume-averaged equation and is written for quantities that are
representative values averaged over a small volume element con-
taining both the solid and fluid phases. Averaging methods and
related theorems are discussed by Whitaker �14�. The implication
of Eq. �5� therefore is that the thermal diffusivity contains all of
the effects of the averaging process. Further, the volume averag-
ing theorems do not directly determine how the convective terms
in Eq. �5� average themselves. An analysis of the averaging pro-
cess suggests that the by-products of the averaging process con-
tain second derivatives of local temperature and that these terms
are essential components of the averaged thermal diffusivity �15�.
Formally, Eqs. �2�–�5� do not contain the Brinkman terms in the
momentum equation, and thus velocity slip is allowed at the
boundary between the solid wall and the porous medium. Vafai
and Tien �16� suggest the inclusion of the Brinkman and Forch-
heimer terms in their study of external forced convection, and
they note that the effects of the momentum boundary layer are
important only when its thickness is larger than that of the thermal
boundary layer, which is not the case in free convection on verti-

cal surfaces. Nevertheless, the Brinkman effect is to reduce the

JUNE 2007, Vol. 129 / 72707 by ASME
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eat transfer rates from that predicted by the Darcy model because
f zero velocity slip at the solid wall. This conclusion would also
old for external free convection. How pronounced this effect
ould be in laboratory measurements remains to be seen, and
uantifying it is often avoided in the determination of heat transfer
oefficients at rigid impermeable surfaces.

Beginning with Eqs. �2�–�5�, Bejan �17� analyzes two-
imensional free convection from a vertical wall that is one side
f the two-dimensional cavity �Fig. 2�. Based on his scale analy-
is, the local Nusselt number is,

Nux =
1

2
� H

2L
�1/5

�Ram
* Da�x

2/5. �6�

hile the dependence of the Nusselt number on the Rayleigh-
arcy number of Cheng and Minkowycz �9� �Eq. �1�� is under-

tandably different from Bejan’s result, it is surprising how well

Fig. 1 Experimental results for free
in a saturated porous medium †1–6‡.
layer thickness, L.
Fig. 2 Geometry used in the scale analysis of Bejan †17‡

28 / Vol. 129, JUNE 2007
they both represent existing heat transfer data, as will be shown
later.

Experiments and analysis by Masuoka et al. �7� are reported for
a vertical annulus. Their annulus has a height of 250 mm and an
outer diameter of 328 mm. Heated inner cylinders of 180 and
280 mm are used, and the gap is filled with glass beads of
2.88 mm DIA. Water is the interstitial fluid. Steady state Nusselt
numbers are based on the stagnant thermal conductivity of the
saturated porous media, and the Rayleigh-Darcy number is based
on the gap width and height of the annulus. Their analysis predicts
that Nusselt numbers would be reduced for a large conductivity
ratio in the porous medium, i.e., ��1, because of the higher
fraction of heat transfer that would be conducted through the solid
phase at the expense of convective transport. They associate this
effect with the porosity variation near the wall, as shown by Ofu-
chi and Kunii �18�. When the solid phase comprises spherical
beads, local spanwise porosity varies asymptotically from a high
value at the wall to the lower bulk porosity away from the wall.
Thus if the conductivity ratio is large, the stagnant conductivity
will be lower than the bulk value near the wall. Masuoka et al.
make no mention of the Brinkman effect, but it would reduce heat
transfer rates as well.

Imadojemu and Johnson �8� report an experimental investiga-
tion of heat transfer from a vertical wall using glass beads in water
for the porous medium. The particle diameter is 14.6 mm, which
gives �=0.43 and K=4.5�10−7 m2. The stagnant thermal con-
ductivity of the medium is reported to be 3.9 W/m-K. Their
heated wall is 50.8 cm high and 25.4 cm wide. Experiments are
conducted with two different heat inputs, 558 and 1178 W/m2,
and temperature is measured along the wall at 20 locations at
2.54 cm intervals. Steady state heat transfer results are reported in
terms of a Nusselt number versus a temperature-based Rayleigh
number and suggest a power law correlation with a smaller value
of the exponent than that of Cheng and Minkowycz �9�. Exami-
nation of their data shows that relatively low Nusselt numbers at
high Rayleigh number accounts for the lower exponent.

Given the paucity of experimental studies on the vertical wall
embedded in a saturated porous medium, the present study seeks
to develop the Nusselt number correlation for the case of constant
wall heat flux. We report measurements of steady heat transfer

nvection between horizontal plates
re Nu, Ram, and Da are scaled to the
co
He
from a plate bounding porous medium comprising water and a
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ariety of spherical particles as the solid phase. A range of con-
uctivity ratios is therefore included in the present database.

pparatus
Steady state measurements of wall temperatures, the reference

emperature away from the wall, and heat flux provide data for
alculation of the Nusselt number,

Nux =
qw�x

km�Tw�x� − T	�
. �7�

he stagnant thermal conductivity is evaluated from the combined
esults of past studies �19,20�.

Figure 3 shows the experimental apparatus comprising a thick,
early adiabatic plastic cylinder with the constant heat flux plate
ounded inside near the centerline. The cylinder is 350
200 mm2 inner DIA. The heated plate is symmetric laminate

230 mm high�175 mm wide� with alloy 260 brass surface
lates each �3.175 mm thick� and two identical central thin foil
eaters on the center plane. The plates and heaters are glued to-
ether and sealed on their edges. The location at the center cross
ection of the cylinder produces minimal effects on the two-
imensionality of the boundary layer as it develops along the plate
urface. With pure water as the working fluid, the boundary layer
hickness is �1 mm, and there is enough room in the cylinder for
boundary layer thickness to be larger by an order of magnitude

n the saturated porous medium.
The conductivity and diffusivity of the plate material

111 W/m-K and 3.412�104 m2/s at 293 K �21�� are advanta-
eous with respect to assessing and minimizing conduction errors.
conduction analysis of the plate-heater assembly shows that the

ongitudinal heat transfer reduces heat flux to the plate surface by
.5% with an uncertainty of 2%. This analysis pertains to operat-
ng conditions that produce an upper bound for the distortion of
he heat flux at the surface of the plate.

Wall temperatures are measured along the longitudinal center-
ine of the plate at nine equidistant locations beginning near the
eading edge, which is located 50 mm above the bottom of the
ylinder. Wall thermocouples are potted with high conductivity
ement in 1.6 mm DIA holes that are drilled to within approxi-
ately 100 �m of the surface of the plate. The number of ther-
ocouple locations is chosen to optimize spatial resolution, ad-

ress machining requirements, and allow for accurate tracking of
he time variation of wall temperature, which is designed for a
ransient study of the present apparatus �22�. Steady state data are
ollected once the temperature difference between the wall and
he far field reaches a value that would be achieved after five
imes the time constant of the system apparent from the tempera-
ure profile. The geometry of the plate-cylinder system near the
eading edge is similar to that in the experiments of Imadojemu
nd Johnson �8�.

In the work of Imadojemu and Johnson �8�, temperatures near
he top of their heated plate and in the porous medium are higher
han that for a power-law temperature distribution typical of free
onvection. It is not clear whether such behavior is either funda-
ental to the heat transfer problem or a result of warm stagnant
uid that rises to the top of the container. The latter cannot be
ismissed in their experiments because the gap between the top of
heir vertical plate and the top of the container is approximately
0 mm, and they record data when their system has reached
teady state. In the present experiments, the heated plate is de-
igned to have approximately 76 mm between its trailing edge and
op of the porous medium up to the top of the cylinder, the goal
eing to eliminate �or minimize� effects of the such stratification.
The heated plate is designed to permit a comparison of heat

ransfer in free convection in a pure fluid at up to Ram�1012

ased on the maximum length of the plate. For laminar free con-

ection, Nusselt numbers are given by,

ournal of Heat Transfer
Nux = 0.60�Rax
*�1/5, �8�

where Rax
*
105 ��23�, Chap. 7�. As a qualification of the heater

design and reliability of the wall temperature measurements, ex-
periments for steady convection in water produce excellent agree-
ment with Eq. �8�, and the results are shown in Fig. 4.

Randomly stacked spheres of glass, steel, and polyethylene
comprise the solid phase of the porous media, and water is the

Fig. 3 Container with heater and plate assembly „a… side view
and „b… top view
interstitial fluid. Tables 1 and 2 summarize key properties with

JUNE 2007, Vol. 129 / 729
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ources for completeness. The combination of these fluids and
olids produce saturated porous media with �=1 �glass-water�, 25
glass-air�, 100 �steel-water�, and 2400 �steel-air�. The macro-
copic volume fraction of the fluid phase is determined by mea-
uring the volume of water that can be contained in the fully
acked cylinder. An uncertainty is expected due to the effects of
he impermeable surfaces present in the assembly. Along the con-
ainer wall, the vertical plate and the supports for the plate create
surface along which the spheres are aligned with local values of
orosity reaching 1.0. Generally, the high porosity region near a
olid surface in a situation like this extends more than a few
article diameters away from the surface ��24� Sec. 2.12�. At
bout one-half a bead diameter from the wall, the porosity falls to
0.20, which is much lower than the bulk value of 0.36 to 0.38

ar away from the wall.
Thermocouples throughout the apparatus are 36 AWG type E

ecause of the sensitivity of 80 �V/K offered by the Chromega-
onstantan combination �Chromega® is a commercially available
hromium-nickel alloy�. The calibration standard is a mercury-in-
lass thermometer with a resolution of ±0.1 K and with a trace-
ble calibration supplied by the manufacturer. Calibration curves
ere developed for each thermocouple used in the present study
etween 298 and 328 K. The two-dimensionality of the heater
ssembly is verified via measurement during experimental trials,
s well as through a numerical model developed in conjunction
ith the design of the plate-heater assembly �15�.

Fig. 4 Steady state heat transfer d
Eq. „8…

able 1 Characterization of the solid phase comprising ran-
omly stacked spherical particles. Permeability is determined
rom the Kozeny relation, K=d2�3 /180„1−�2

….

Material
�Average ��

Average
diameter �mm�

Standard
deviation of

diameter �mm�
Sample

size
Permeability

�m2�

Steel 6.00 0.0 10 3.6�10−8

�0.40� 14.00 0.0 10 1.9�10−7

Glass 1.47 0.11 14 1.7�10−9

�0.38� 6.01 0.06 10 2.9�10−8

Polyethylene 25.4 0.00 10 6.4�10−7

�0.40�
30 / Vol. 129, JUNE 2007
Results
Figure 5 summarizes steady state data obtained with a medium

comprising 6 mm DIA glass particles and water with the results of
Cheng and Minkowycz �9� and Bejan �17�. The three data points
lying above the theoretical predictions and the bulk of the data
correspond to very low heat flux and temperature differences of
�1 K. Bejan’s prediction is plotted in Fig. 5 with upper and lower
bounds based on the geometry of the present apparatus. A mini-
mum aspect ratio, H /L, is obtained by comparing the height of the
heated plate to the radius of the cylindrical container, which gives
H /L=2.1. The maximum aspect ratio possible is H /L=7.6, where
the height of the cylindrical container and the normal distances
from the plate to the container wall are used.

It is clear that Bejan’s correlation works better than that of
Cheng and Minkowycz �9� with the present database, and the

in water with regression equation,

Table 2 Thermophysical properties of materials of the porous
medium

Material Property Source

AISI 52100 Chrome steel
�1.34 percent Cr�

�s=7865 kg/m3 �21�
cs=460 J /kg-K
ks=61 W/m-K

�s=1.69�10−5 m2/s

Soda silicate
glass

�s=2500 kg/m3 �25�
cs=918.2 J /kg-K
ks=0.64 W/m-K

�s=2.79�10−7 m2/s

High density
polyethylene

�s=958 kg/m3 �26�
cs=2100 J /kg-K

ks=0.329 W/m-K
�s=1.57�10−7 m2/s

Water
�300 K, 1 atm�

�s=996.6 kg/m3 �27�
cs=4180.6 J /kg-K
ks=0.6103 W/m-K

�s=1.46�10−7 m2/s
ata
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nterpretation is that the plate and container should be treated as
n enclosure. For the true enclosure problem, fluid circulates, and
here is a vertical temperature gradient both along the heated wall
nd in the porous medium under the constant heat flux boundary
ondition. Thus, the far field temperature is not constant as it
ould be if the plate bounded a semi-infinite porous medium.
ejan finds that the wall temperature is linear with distance along
late, and the boundary layer thickness is constant. The present
xperiment does not have any cooling mechanism on the con-
ainer wall, and the medium has a free surface exposed to the
mbient temperature at the top. The far field temperature is thus
ot strictly constant. It is measured at 5 cm in the longitudinal
osition and at 7 cm in the transverse position within the porous
edium. It turns out that measured temperatures are stable and

emain at their initial values during the experimental trials, with
o observable increase at the resolution of our instruments. This
nding confirms the analytical results that in the enclosure the
ore region is motionless �17�.

Figure 6 shows the steady state temperature profiles along the

ig. 5 Nusselt numbers of 6-mm DIA glass particles in water
ompared with results of Bejan †17‡ and Cheng and Minkowycz
9‡. The two lines for Bejan’s prediction are extreme values
ased on the aspect ratio pertaining to the present study.

ig. 6 Steady state temperature profiles as function of longi-
udinal position with power-law profiles suggested by Cheng

nd Minkowycz †9‡ superposed

ournal of Heat Transfer
plate for several values of applied heat flux. Steady temperatures
are calculated as averages over ten or more readings of each ther-
mocouple, assuming that the system has reached steady state. The
temperature difference in Fig. 6 is the difference between the ini-
tial system temperature and the plate temperature once heating has
begun. The experimental profiles for two heat flux settings are fit
to an x1/3 power law as suggested by Cheng and Minkowycz �9�,
but, owing to edge effects and end losses, a linear fit suggested by
Bejan �17� could be used.

Figure 7 summarizes the experiment with 1.5 mm DIA glass
particles and water. Good agreement is seen with the Bejan result.
However, there is a slight shift from the region predicted by the
Bejan result. All experimental data are lower than the prediction,
and the shift is larger for the lowest heat flux. This shift is not
observed for the 6 mm DIA case, and a plausible explanation for
this difference is that the boundary layer in the 1.5 mm DIA case
involves fluid-particle interaction more than in the 6 mm DIA
case. For the heat fluxes used in the present study, the boundary
layer is estimated to be �1 mm.

Figure 8 shows the data for the case of 14 mm DIA steel beads
in water. Again, the slope of the Nusselt-versus-Rayleigh number

Fig. 7 Nusselt number for 1.5 mm DIA glass particles in water
with predictions †17,9‡

Fig. 8 Nusselt number of 14 mm DIA steel particles in water

compared to predictions †17,9‡.

JUNE 2007, Vol. 129 / 731
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elation appears to agree with the Bejan result, but there is a more
ronounced shift in the data below the prediction. In this case, the
ear-wall particle morphology, the boundary layer thickness, and
he conductivity ratio play roles in the reduction of the Nusselt
umber. Figure 9 shows the results for three heat fluxes for 6 mm
IA steel beads in water. In this case, the agreement with Bejan’s

esult is very good, but the slope of the data when correlated is
lightly different and somewhat in agreement with the slope sug-
ested by Cheng and Minkowycz. It should be noted that the
mm DIA data lie in the Rayleigh-region where the Cheng and
inkowycz and the Bejan results meet, and the small deviation in

he Rayleigh exponent from 0.4 is not statistically significant. In
ther words, the present study suggests an exponential relation of
.4.

Figure 10 combines all steady state data, along with the two
nalytical studies. Data grouped by solid phase material appear to
ollow the Bejan slope of 0.4. In terms of solid phase materials,

Fig. 9 Nusselt number of 6 mm DI
predictions †17,9‡

ig. 10 Nusselt numbers for all steady state data by particle

ype compared to predictions †17,9‡

32 / Vol. 129, JUNE 2007
glass cases lie closest to Bejan’s correlation. Because data for the
6 mm DIA steel particles lie close to the glass data, the shifts in
the 14 m DIA steel and 25.4 mm DIA polyethylene particle cases
suggest the effects of large diameter.

Table 3 lists resulting regression coefficients by bead type based
on the data presented in Fig. 10, using the functional form,

Nux = C�Ram
* Da�x

n. �9�
The average exponent of 0.39 is in excellent agreement with

0.40 exponent of Eq. �7�. The average coefficient of 0.45 is out-
side the range for the Bejan correlation, which is assumed for the
present apparatus to be between 0.51 and 0.66 based on the aspect
ratio of the apparatus. This small difference is within experimental
uncertainty, which is discussed in the next section, and is specu-
lated to be due to the effects of near wall morphology.

Figure 11 presents all the data in a Nusselt-Rayleigh space,
where both of the parameters are based on water. The figure al-
lows examination of possible agreement with the pure water cor-
relation of Eq. �8�. The data sets that are closest to the correlation
are the large diameter sets, i.e., 14 mm DIA steel and 25.4 mm
DIA polyethylene. Other sets not only shift away from the corre-
lation but also diverge within each set. It appears that the diverg-
ing behavior within each set of the same material is an indication
of a significant Darcy effect. A set of data that is aligned with the
correlation is for the same heat flux setting. Sets with different
fluxes are shifted in the horizontal direction by the difference in
Darcy numbers. If there is no appearance of divergence, no Darcy

teel particles in water compared to

Table 3 Correlation constants of the heat transfer data in the
form of Eq. „9… for each solid-fluid phase combination

Medium �d� C n

Glass �6 mm� 0.66 0.38
Glass �1.5 mm� 0.35 0.43
Steel �14 mm� 0.34 0.40
Steel �6 mm� 0.65 0.35

Polyethylene �25.4 mm� 0.24 0.41

Average 0.45 0.39
A s
Transactions of the ASME
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ffect is implied. In that case, heat transfer from the wall does not
xperience significant effects due to the presence of the solid
hase material.

xperimental Uncertainty
The uncertainty in longitudinal location is mainly due to locat-

ng the true leading edge, which gives x= ±4 mm. The uncer-
ainty in thermal conductivity is estimated to be 5%, but a large
ariation in earlier experimental results give an uncertainty of
40% for the medium made of steel beads with water. The uncer-

ainty in temperature measurement using thermocouples is esti-
ated to be 0.5 K. Overall average uncertainties for Nusselt and
ayleigh-Darcy numbers are 18% and 58%, respectively. A com-
rehensive uncertainty analysis is presented elsewhere �15�.

onclusions
The present experiments have been designed to achieve two

bjectives. The most important objective is to construct a Nusselt
umber correlation for free convection from a vertical imperme-
ble wall embedded in a fluid-saturated porous medium. Correla-
ions for this geometry are rarely reported in the literature with a
uantified uncertainty analysis. Our second objective is to com-
are the measurements with predictions of prior analytical studies.
xisting analytical studies assume that the porous medium is ho-
ogeneous up to the rigid heated wall and thus do not take into

ccount the near wall region of high porosity and permeability.
his, however, is the region that is the most important in free
onvection.

The heat transfer correlation proposed by Bejan �17� is verified.
ased on the present results, and for 0.54���100, and 10
RamDax�106, it is recommended that

Nux = 0.5�Ram
* Da�x

0.4. �10�
Further, it should be noted that the nonlinear behavior of the

usselt number with the Rayleigh-Darcy product seen in the data
f Imadojemu and Johnson �7� is not observed, and the present
ata sets are well represented by relations of linear logarithmic
egressions. Experimental results suggest possible effects of near-
all particle morphology on Nusselt number and that these effects
ay be as much as or more pronounced than those of the aspect

atio of the container containing the porous medium. Owing to the
andom stacking of particles in all studies, it is not possible to
peculate on how specific aspects of the wall region morphology

ig. 11 Nusselt number passed on Rayleigh number for the
nterstitial fluid „water… with the measured correlation for water,
q. „8…
nfluence the heat transfer coefficient. Cases with large particle

ournal of Heat Transfer
diameter, e.g., 25.4 mm DIA polyethylene and 14 mm DIA steel,
have resulted in correlations that are close to the pure-fluid corre-
lation, Eq. �8�, suggesting relatively minor effects of shear at the
particle, or pore, level and slight disturbance of the boundary layer
by the few particles in contact with the wall.

Nomenclature
c � heat capacity, J/kg-K

Da � Darcy number, K /x2

d � particle diameter, m
g � gravitational acceleration, m/s2

H � height of porous medium �Fig. 2�, m
K � permeability, m2

km � stagnant conductivity, W/m-K
L � depth of porous medium �Fig. 2�, m

Nu � Nusselt number, hx /km
p � pressure, Pa

qw� � wall heat flux, W/m2

Ra � Rayleigh number, g�o�Tx3 /��m
Ra* � modified Rayleigh number, g�qw�x4 /��mkm

T � temperature, K
u � x velocity, m/s
� � y velocity, m/s
x � longitudinal location, m
y � transverse location, m

Greek Symbols
� � thermal diffusivity, m2/s
� � volumetric expansion coefficient, K−1

� � ratio of thermal conductivities, ks /kf
� � dynamic viscosity, N/m-s
� � kinematic viscosity, m2/s
� � density, kg/m3

� � porosity

Subscripts
0 � reference
	 � far field
f � fluid

m � porous medium with stagnant fluid
s � solid

w � wall
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Enhanced Heat Transfer Using
Porous Carbon Foam in Cross
Flow—Part I: Forced Convection
Cogeneration of heat and power has become standard practice for many industrial pro-
cesses. Research to reduce the thermal resistance in heat exchangers at the gas/solid
interface can lead to greater energy efficiency and resource conservation. The main
objective of this experimental study is to quantify and compare the heat transfer enhance-
ment of carbon foam and aluminum fins. The study measures the heat transfer rate and
pressure drop from a heated vertical pipe, with and without porous medium, in forced
convection. The largest increase in Nusselt number was achieved by aluminum fins,
which was about three times greater than the best carbon foam case.
�DOI: 10.1115/1.2717240�

Keywords: heat transfer, forced convection, porous medium, carbon foam, cogeneration,
experimental
Introduction

In most heat exchangers the thermal resistance is highest at the
uid/solid interface, especially if the fluid has a Prandtl number
rder of one �i.e., exhaust gas�. This makes heat recovery from
aste exhaust gas a difficult and often costly process requiring

arge surface areas. Porous mediums have been identified as a
eans to reduce the thermal resistance at the gas/solid interface

nd enhance heat transfer rates. Vafai and Kim �1� investigated a
hin porous layer attached to a flat plate in a forced convection
nvironment. They noted that enhanced heat transfer could be
chieved when the effective conductivity of the porous layer was
igher than that of the fluid. Angirasa �2� conducted an experi-
ental investigation of forced air convection enhancement with
etallic fibrous materials with porosities of 0.93 and 0.97. When
porous layer was attached to a flat plate he observed an increase

n Nusselt number up to four times relative to a bare plate. The
ork also noted that Nusselt number increased with decreasing
orosity up to a critical point where flow resistance adversely
ffected heat transfer. Pavel and Mohamad �3� also found heat
ransfer could be enhanced using porous inserts in a pipe under
orced convection conditions. Further improvements to their sys-
em could be made with lower porosity and higher effective con-
uctivity. Gallego and Klett �4� presented the case for using car-
on foam as a thermal management material. They found carbon
oam heat transfer coefficients were approximately ten times
reater than those for aluminum foam. However, this increase in
eat transfer coefficient was often achieved at the expense of
igh-pressure drops.

The objective of the present experimental study is to quantify
he heat transfer enhancement of carbon foam and its suitability
or industrial applications. The study investigates steady state heat
ransfer and pressure drop from a heated vertical pipe, with and
ithout porous medium, in a forced convection environment. Heat

ransfer performance for carbon foam is compared to a bare cop-
er pipe and an aluminum finned pipe. The aluminum finned pipe
s included in order to gauge the merit of carbon foam perfor-

ance for industrial applications.

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received September 22, 2005; final manuscript

eceived August 15, 2006. Review conducted by Jose L. Lage.

ournal of Heat Transfer Copyright © 20
2 Porous Carbon Foam
The porous medium under investigation is high thermal con-

ductivity �HTC� carbon foam which is commercially produced by
Poco Graphics Inc. Production of HTC foam is based on a process
developed at the Oak Ridge National Laboratory which turns me-
sophase pitch into carbon foam. The end product is composed of
uniformly shaped bubbles with even distribution set within carbon
ligaments. The z direction has different thermal conductivity than
the x-y direction which results in nonisotropic material. That is,
there is less resistance to heat transfer and therefore a higher ther-
mal conductivity in the z direction �4�. It should also be noted that
thermal conductivities decrease with increasing temperature.

Material properties published by Poco Graphics Inc. are pre-
sented in Table 1. Thermal conductivity, porosity, and permeabil-
ity of the HTC foam sample used in this investigation were ex-
perimentally determined and also included in Table 1. The
experimental uncertainty associated with the experimental con-
ductivity data is approximately ±15%. Experimental methodology
for determining effective thermal conductivity and permeability
are presented in Appendices A and B, respectively.

3 Experimental Setup and Procedure
The wind tunnel and data acquisition system are illustrated in

Fig. 1. Air at ambient temperature �1� is drawn through a honey-
comb straightener �2� and then into the converging section of the
wind tunnel �3�. Air flow is induced by an inline airfoil centrifugal
fan �8�. Steady flow with linear velocity profile blows across the
pipe assembly and its velocity is measured by a pitot-static tube
�4� and pressure transducer �10�. Uncertainty due to the pressure
transducer �Omega PX278 05D5V� used for velocity measure-
ment is ±12.6 Pa. A range of Reynolds numbers is achieved by
choking the flow downstream of the diffuser with a damper �7�.
Static pressure drop across the pipe assembly is measured by a
differential pressure transducer �Omega PX277 01D5V� �10� with
ports upstream �9� and downstream of the pipe assembly. Uncer-
tainty associated with static pressure drop measurement is
±3.2 Pa. The pipe assembly is mounted within the wind tunnel on
two Teflon rods �5� as illustrated in Fig. 2. Teflon is used to mount
the pipe in order to minimize heat losses. A heating cartridge with
uniform rated wattage of 50 W �Omega CIR-3051/120V� is in-
serted into the pipe and connected to a variable current power
supply �11�. Power supplied to the heating cartridge �41.14 �� is

measured with a rectifier �12� and is calculated using the formula,

JUNE 2007, Vol. 129 / 73507 by ASME
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=Vs2 /R, where Vs is the measured voltage and R is the heater
esistance. Propagated uncertainty associated with power mea-
urement is ±0.2 W. Six type-K thermocouples �Omega TT-K-36�
ere soldered into the pipe wall to provide temperature measure-
ents �14�. Maximum uncertainty associated with mean surface

emperature is ±2.1°C. A single type-K thermocouple wire, in-
erted into the wind tunnel upstream of the heated pipe at a central
levation, measures ambient air temperature inside the test sec-
ion. HTC foam is press fit onto the pipe with Dow 340 thermal
rease applied to the interface between the pipe and HTC foam to
educe thermal contact resistance. Thermocouple and power wires
re routed through the hollow bottom Teflon rod to a FieldPoint
ata acquisition system �13�.

A National Instruments, FieldPoint, PC-based, distributed
nput–output �I/O� data acquisition system is used for this inves-
igation. The FieldPoint �FP� system is connected to a laptop and
abVIEW 6.1 via a serial port. dc signals generated by the sensors
re transmitted to the FieldPointI/O modules. The I/O modules
lter, digitize, calibrate, and scale raw sensor signals to engineer-

ng units. The LabVIEW application queries the FieldPoint net-
ork interface at a sampling rate equal to the slowest I/O module

ampling rate �i.e., 0.88 Hz�. The parameters measured with cor-
esponding sensors, I/O modules, sampling rate and uncertainty
re summarized in Table 2.

Tests were completed over a range of air velocities �8–45 m/s�
nd for the same power input 20 W. For each case investigated,
he power supply to the heating cartridge was switched on and the
ind tunnel damper fully closed �Re�7000�. The apparatus was

eft running for approximately 2 h and allowed to reach thermal
teady state �achieved when the mean surface temperature did not

Table 1 Material properties for HTC foam

Manufacturer
specifications

Experimental
results

ffective thermal conductivity
z direction �20°C�: 245 W/mK Not available

z direction �100°C�: 165 W/mK 80 W/mK
xy direction �20°C�: 70 W/mK Not available

xy direction �100°C�: Not available 39 W/mK
orosity �%� 61 57
pen porosity �%� 95 Not available
ore diameter ��m� 350 Not available
missivity 0.62 Not available
ermeability Not available 7.5�10−13 m2
Fig. 1 Schematic layout of wind tunnel and DAQ

36 / Vol. 129, JUNE 2007
fluctuate more than ±0.1°C over a 5 min period�. The data acqui-
sition system was turned on and sampled temperature, pressure
and power signals at 0.88 Hz. A routine in the LabVIEW buffered
the data �106 unique points�, performed appropriate data reduc-
tions and statistics before logging results in an excel spreadsheet.
The wind tunnel damper was opened, increasing Reynolds num-
ber by about 3000, and the next set of data was logged when
steady state conditions prevailed. This procedure was repeated
until a Reynolds number of about 40,000 was reached.

4 Heat Loss Estimation
Heat loss from the vertical pipe due to conduction through the

Teflon mounts was estimated as follows. During no flow condi-
tions an energy balance on the vertical pipe in Fig. 2 indicates that
the heat input to the polished copper pipe is lost by three mecha-
nisms �i.e., conduction, natural convection, and radiation�. Since
this study is focused on quantifying heat transferred by convection
and radiation it is necessary to isolate the conduction term �i.e.,
heat loss�. Therefore, small amounts of heat were supplied to the
bare pipe and surface temperatures were measured. Natural con-
vection was estimated using the empirical relation from Ref. �5�
for a flat plate

Nu¯ L = 0.68 +
0.670RaL

1/4

�1 + �0.492

Pr
�9/16	4/9 �1�

Heat transfer enhancement due to the pipe curvature was ac-
counted for by applying the results from an investigation of
laminar-free convection from the outer surface of a slender verti-
cal cylinder �6�. The works provides a convenient expression to
account for the transverse curvature influence of the pipe on heat
transfer. Radiation from the pipe was determined from Ref. �7�
using

Qrad = ��A�Ts
4 − T�

4 � �2�
where copper emissivity is equal to 0.03. The difference between

Fig. 2 Experimental apparatus and heat loss mechanisms
the heat supplied and heat lost by natural convection plus radia-

Transactions of the ASME
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ion is the heat lost by conduction. Conduction heat losses from
he bare copper pipe were plotted as a function of mean surface
emperature and a least-square fit was obtained. The heat losses
ere then subtracted from the heat input during forced convection

xperiments at corresponding values of surface temperature.
Several different geometric arrangements were investigated in

his experiment. Figure 3�a� presents the bare copper pipe. Figure
�c� illustrates the dimensions of the large and small diameter
TC sleeves with the z direction of HTC foam indicated. Dimen-

ions of the large and small diameter HTC Fins are presented in
ig. 3�d� with z direction indicated. An aluminum finned copper
ipe was also investigated and its dimensions are presented in Fig.
�b�.

The copper pipe dimensions remained constant for all cases
tudied �i.e., o.d. 15.875 mm, length 152.2 mm�. For each of these
ases the nondimensional parameter, Nusselt number, is calculated
n relation to Reynolds number. The mean Nusselt number is de-
ned as

Nu¯ =
h̄D

k
�3�

here D is the outside diameter of the copper pipe and k is the
hermal conductivity of air at the film temperature. For the sake of
omparison between different cases, the variable D remains con-
tant regardless of the material attached to the pipe surface. Mean
eat transfer coefficient is based on Newton’s law of cooling.

h̄ =
Q

�DL�Ts − T��
�4�

his calculation assumes isothermal surface temperature. Ambient
ir temperature is measured inside the wind tunnel, upstream of
he heated pipe. Conduction losses are accounted for in the heat
nput value, Q. In order to evaluate the influence of external sur-
ace area on Nusselt number a surface area coefficient, �, was
efined

� =
Surface Areaporouslayer

Surface Areabarepipe
�5�

urfaceAreaporouslayer is defined as the external surface of porous
aterial and pipe exposed to air. The Reynolds number was cal-

Table 2 Data a

Measurement Sensor

Mean surface
temperature

�6� Type K
thermocouples

�Omega TT-K-36-25�
Ambient
temperature

�1� Type K
thermocouple

�Omega TT-K-20-25�
Air velocity �1� Pitot-static tube &

pressure transducer
�Omega PX278

05D5V�
Pressure drop �2� Static pressure

ports & pressure
transducer �Omega

PX277 01D5V�
Power �1� dc signal rectifier
ulated as

ournal of Heat Transfer
Re =
u�D

	
�6�

where kinematic viscosity is evaluated at the film temperature.
The range of Reynolds numbers encountered in this study was
7000–40,000. All primary variables �i.e., Ts, T�, Q, and u�� are
time averaged over a 2 min interval.

In order to verify results obtained with the methodology and
apparatus described above, experimental results for Nusselt num-
ber from a bare pipe were compared with empirical predictions
�5,8�. Experimental results illustrated in Fig. 4 show excellent
agreement with empirical predictions over the studied range of
Reynolds numbers tested.

5 Results and Discussion
In order to test the repeatability of measurements, surface tem-

perature readings were taken on different days for the small diam-
eter HTC fins. Results are plotted versus Reynolds number in Fig.
5. These results indicate that the maximum deviation between two
sets of data is less than 3%.

The length-averaged surface temperature of the pipe, mean
Nusselt number, and pressure drop versus Reynolds number are
presented in Figs. 6�a�–6�c� respectively, for all cases studied. The
length-averaged surface temperature is based on the normalized
integration of temperature along the pipe length. Figure 6�a� illus-
trates that the pipe surface temperature decreases with increasing
Reynolds number as well as the addition of porous material or
aluminum fins to the pipe surface. The aluminum fins achieved the
largest temperature drop relative to the bare pipe. These results
also indicate that increasing the diameter of the porous layers
reduces the pipe surface temperature, which consequently in-
creases the Nusselt number and heat transfer rate.

Results presented in Fig. 6�b� indicate that Nusselt number in-
creases with Reynolds number for all cases studied. The alumi-
num fins achieved a Nusselt number of about nine times greater
than the bare pipe which is three times greater than the large
diameter HTC fins. The heat transfer enhancement of the alumi-
num fins is less than the increase in its surface area �13.7 times�.

The low values of Nu observed for the HTC foam cases suggest
that fluid flow is restricted to the external surface of the porous
layer and is not penetrating the HTC foam. The low permeability
value presented in Table 1 also indicates that resistance to flow
within the porous medium is very high. This reduces or even
eliminates convective heat transfer at the pipe surface, meaning

isition system

module

Sample
rate
�Hz� Uncertainty

-TC-120
ational

truments�

0.88 ±2.1°C �max�
±1.1°C �min�

-TC-120
ational

truments�

0.88 ±0.5°C

-AI-110
ational

truments�

1.9 ±0.55 m/s �max�
±0.36 m/s �min�

-AI-110
ational

truments�

1.9 ±3.2 Pa

-AI-110
ational

truments�

1.9 ±0.2 W
cqu

I /O

FP
�N

Ins
FP
�N

Ins
FP
�N

Ins

FP
�N

Ins

FP
�N

Ins
that convective heat transfer is restricted to the external surface of
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he porous layer. The small increases in heat transfer rate achieved
y the HTC foam are primarily due to the increase in fin surface
rea. Thus the HTC fins have higher Nusselt numbers than the
TC sleeves.
Radiation has only a minor influence on Nusselt number ac-

ounting for 4%, 2%, and 1% of the total heat transfer for HTC

Fig. 3 „a…–„d… Geometric details of a bare coppe
respectively
leeves, HTC fins, and aluminum fins, respectively. Therefore,

38 / Vol. 129, JUNE 2007
heat transfer enhancement is primarily due to larger surface areas
exposed to forced convection. The contribution of radiation rela-
tive to overall heat transfer for the HTC sleeves was estimated
using Eq. �1�, while a more elaborate analysis utilizing the net
radiation method �9� was employed to estimate radiation from the
two finned cases.

ipe, aluminum fins, HTC sleeves, and HTC fins,
r p
Forced convection heat transfer enhancement, defined as the
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ig. 4 Comparison of experimental and empirical forced con-

ection results for a bare pipe in cross flow

with Re, respectively
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Fig. 5 Repeated measurement of surface temperature to con-
firm consistency of temperature measurements
Fig. 6 „a…–„c… Variation of mean surface temperature „°C…, mean Nusselt number, and pressure drop
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atio of mean Nusselt number to bare pipe Nusselt number, for
ach case studied is presented in Table 3. The only scenarios in
hich heat transfer enhancement exceeds the corresponding in-

rease in surface area happen for HTC fins. This observation sug-
ests that it may be possible for HTC fins to achieve the same
erformance as aluminum fins if a greater surface area ratio was
esigned for the HTC fins.

Figure 6�c� indicates that the largest pressure drop observed,
rom vertical pipe assemblies in an otherwise unobstructed wind
unnel, was produced by the large diameter HTC sleeve. This
bservation suggests that very little air flows through the carbon
oam and that it acts like a “solid” blunt body. The aluminum fins
roduced less pressure drop than the large diameter HTC sleeve
ven though it has a much greater surface area. The HTC fins
roduce less pressure drop than both the HTC sleeve and the
luminum fins.

Uncertainty
The uncertainty associated with Nusselt numbers and pressure

rop are presented in Table 4. These values are based on the
easurement uncertainty methodology published in Ref. �10�.
ncertainty values are given for both high and low Reynolds
umbers and represent maximum and minimum errors. The uncer-
ainty associated with Reynolds number are 4.1% at low Re and
.4% at high Re. The range of uncertainties produced by the
quipment, methodology, and data reduction is reasonable for an
xperimental investigation. The maximum errors encountered for
orced convection do not exceed 21% �with 95% confidence� of
he measured values.

Conclusions
Test results for a bare pipe validated the methodology and as-

umptions employed during apparatus design and construction.
ubsequent testing of HTC foam cases yielded results for varia-

ions in length-averaged surface temperature, mean Nusselt num-
er, and pressure drop for forced flow conditions. HTC foam re-
ults were compared to corresponding results for aluminum fins
nd the merits of each were discussed.

Several conclusions can be made regarding the application of
TC foam layers in forced convection:

able 3 Forced convection heat transfer enhancement and
urface area ratios

Heat transfer
enhancement ratio

�relative to the bare pipe�

�
�surface area
coefficient�

are pipe 1 1
arge HTC fins �15� 3.05 2.65
mall HTC fins �15� 2.2 1.93
arge HTC sleeve 1.4 1.64
mall HTC sleeve 1.3 1.40
luminium fins �52� 9.1 13.69

Table 4 Uncertainty associated wit

Nusselt
uncertainty
at low Re

�%�

Large diameter HTC sleeve 9.1
Small diameter HTC sleeve 8.5
Large diameter HTC fins 10.1
Small diameter HTC fins 9.1
Aluminium fins 15.8
Bare pipe 8.1
40 / Vol. 129, JUNE 2007
1. Nusselt number increased as HTC foam surface area in-
creased;

2. The influence of radiation on overall heat transfer rate was
very small;

3. HTC sleeves produced the highest pressure drop across the
test section and behave like a “solid” blunt body. Low per-
meability of the porous layer presents a large resistance to
fluid flow inside the porous medium and especially near the
pipe wall, thus reducing or even eliminating convective heat
transfer at the wall; and

4. Therefore, high-velocity air flow is restricted to the external
surface of the porous layer. It is likely that a no-slip bound-
ary condition exists at the external surface with boundary
layer development and convective heat transfer similar to
that occurring on a solid blunt body.

The performance of HTC foam was compared to that of alumi-
num fins:

1. The aluminum finned pipe achieved the highest Nusselt
number of the cases studied; about three times greater than
the best HTC foam case;

2. However, the aluminum fins provide less heat transfer en-
hancement than their surface area would indicate; and

3. The pressure drop due to aluminum fins is larger than HTC
fins but less than HTC sleeves.

Given the forced convection experimental results obtained in this
study, aluminum fins are the most suitable medium for use in
cross-flow heat exchangers.

Nomenclature
As 
 surface area
D 
 outside diameter

h̄ 
 mean convective heat transfer coefficient
k 
 thermal conductivity
L 
 pipe length

NuD 
 mean Nusselt number for forced convection
Pr 
 Prandtl number
p 
 power
Q 
 heat transfer rate
R 
 electrical resistance

Re 
 Reynolds number
Tf 
 film temperature �average between T̄s and T��
T̄s 
 length-averaged surface temperature
T� 
 ambient temperature
u� 
 free stream velocity
Vs 
 supplied power voltage

Greek Symbols
� 
 surface emissivity coefficient
� 
 surface area ratio
� 
 kinematic viscosity �m2/s�

orced convection Nusselt numbers

Nusselt
uncertainty
at high Re

�%�

Pressure
drop

uncertainty
at low Re

�%�

Pressure
drop

uncertainty
at high Re

�%�

14.9 12.8 1.5
14.7 14.4 1.5
16.5 16.0 1.5
15.0 15.5 1.5
20.9 15.6 1.5
14.7 20.0 1.5
h f
Transactions of the ASME
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ppendix A: Effective Thermal Conductivity of HTC
oam
The experimental apparatus used to determine effective conduc-

ivity of HTC foam, fully saturated with air, is based on the steady
tate, one-dimensional energy equation

d

dx
�keff

dT

dx
� = 0 �A1�

he boundary conditions for this equation are achieved by heating
ne HTC foam surface and cooling the other in the plane of in-
erest with insulation on all other sides. Thus we have constant
eat flux on one surface and isothermal conditions on the other
urface

at x = 0; − keff As
dT

dx
= qsupply �A2�

at x = L; T = Ts �A3�

olving the energy equation with boundary conditions �A2� and
A3� yields a relationship for temperature as a function of position
ithin the porous medium

T�x� =
qsupply

2Askeff
�L − x� + Ts �A4�

his equation, using experimental data for temperature at x=0,
an be rearranged to provide an expression for power input and
ffective conductivity, keff

qsupply =
keff As�T0 − Ts�

L
�A5�

keff =
qsupplyL

As�T0 − Ts�
�A6�

o minimize heat loss and ensure one-dimensional 1D conduction,
he heat source was “sandwiched” between two samples of HTC
oam as illustrated in Fig. 7. Metal blocks were placed on the
xternal surfaces �top and bottom� to provide uniform heat sinks.
he heat supplied to the system is divided between top and bot-

om HTC sample and Eqs. �A5� and �A6� are modified accord-
ngly

qsupply = qup + qdown =
Keff As�T2 − T1�

L
+

Keff As�T3 − T4�
L

�A7�

keff =
qsupplyL

As�T2 − T1� + As�T3 − T4�
�A8�

quation �A8� is used with experimental values for temperature

ig. 7 Experimental apparatus for HTC foam conductivity
nalysis
nd heat input in Labview to calculate effective thermal conduc-

ournal of Heat Transfer
tivity. Because the material is not isotropic, conductivity is deter-
mined for both the z plane and the x-y plane.

An important phenomenon to understand when measuring heat
transfer in a composite system is thermal contact resistance at the
material interfaces. Air pockets and larger porosity exists at the
HTC foam–solid interface. Because air conductivity is much less
than HTC foam conductivity, there is greater resistance to heat
transfer at these interfaces. To minimize this phenomenon, “ther-
mal grease” �i.e., Dow 340� is used to fill void spaces and ensure
good contact.

In addition, the apparatus was designed to measure conductivity
of the plane orientated in the vertical direction. The vertical direc-
tion was chosen because it minimizes natural convection within
the porous medium.

A.1 Procedures
Procedures for a typical experimental run are as follows. The

appropriate HTC foam plane was chosen and installed as illus-
trated in Fig. 7 with insulation applied to all surfaces except those
in the plane of 1D conduction. A constant power supply �50 W� to
the heating cartridge was switched on. The apparatus was left
running for approximately 4 h to reach thermal steady state
�achieved when the surface temperatures did not fluctuate more
than ±0.05°C over a 10 m period�. The data acquisition system
was turned on and sampled the temperature, and power signals at
2 Hz. One hundred sample values were acquired. LabVIEW cal-
culated effective conductivity using mean values for power input
and temperature.

A.2 Results
Results for effective conductivity of the anisotropic porous me-

dium, HTC foam, are presented in Table 5. These results were
measured when the HTC foam was heated to 90–100°C. Error is
based solely on bias uncertainties.

Appendix B: Permeability of HTC Foam

B.1 Theoretical Background
Calculation of permeability follows the methodology proposed

by Antoche et al. �11� and the Forchheimer-extended Darcy equa-
tion presented by Joseph et al. �12�. That is, the steady-state uni-
directional pressure drop across a porous medium, fully saturated
with a Newtonian incompressible fluid, can be obtained from

�p

L
=

�

K
	D + 

CF


K
	D

2 �B1�

Equation �B1� can be re-written as

�p

L
= �	D + �	D

2 �B2�

where CF=Forchheimer coefficient; K=permeability �m2�; L
=length of the sample �m�;�p=pressure drop across porous me-
dium �Pa�; vD

nu=Darcy velocity �m/s�; =fluid density �kg/m3�;
2 


Table 5 Effective thermal conductivity for HTC foam

Plane
Effective conductivity

�W/mK�
Error

�W/mK�

Z 79.7 ±11.9
X-Y 39.1 ±3.1
�=fluid dynamic viscosity �m /s�; �=� /K; and �=CF / K.

JUNE 2007, Vol. 129 / 741
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Coefficients � and � can be determined from experimental data
or pressure drop and flow rate. Delta P normalized along the
ample length is plotted against Darcy velocity in Fig. 8. Darcy
elocity is defined as the volumetric flow rate divided by the HTC
oam cross-sectional area. Volumetric flow is determined at the
xperimental inlet pressure �i.e., 33.85 kPa�. From Fig. 8, a
econd-order polynomial function is generated using the least
quares curve fitting technique. � and � are simply the coeffi-
ients of the first-order and second-order velocity terms. Perme-
bility and Forchheimer term can then be calculated.

.2 Procedures
Permeability was measured on a cylindrical core plug cut from

he HTC foam. The plug of known dimensions is fully saturated
ith nitrogen, confined axially by a rubber sleeve and inserted

nto a core holder. Inlet and outlet ports are attached and the flow
ate and pressure drop are measured. The apparatus used for this
xperiment is illustrated in Fig. 9.

.3 Results
The permeability of the HTC foam sample was found to be

−13 2

ig. 8 Pressure drop versus Dacry velocity in HTC foam
ample
.5�10 m , while the Forchheimer term was found to be 604.

42 / Vol. 129, JUNE 2007
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Treatment of Wall Emission in the
Narrow-Band Based Multiscale
Full-Spectrum k-Distribution
Method
The multiscale full-spectrum k-distribution (MSFSK) method has become a promising
method for radiative heat transfer in inhomogeneous media. In this paper a new scheme
is proposed to extend the MSFSK’s ability in dealing with boundary wall emission by
distributing this emission across the different gas scales. This scheme pursues the overlap
concept of the MSFSK method and requires no changes in the original MSFSK formula-
tion. A boundary emission distribution function is introduced and two approaches of
evaluating the function are outlined. The first approach involves line-by-line integration
of the spectral absorption coefficients and is, therefore, impractical. The second approach
employs a narrow-band k-distribution database to calculate all parameters as in the
original narrow-banded based MSFSK formulation and is, therefore, efficient. This dis-
tribution scheme of wall emission is evaluated and the two approaches are compared by
conducting sample calculations for radiative heat transfer in strongly inhomogeneous
media using both the MSFSK method and the line-by-line method.
�DOI: 10.1115/1.2717936�

Keywords: k-distribution method, inhomogeneous gas mixture, multiscale approach, wall
emission
ntroduction
Because of the strongly irregular spectral variations of gas ab-

orption coefficients, high spectral resolution calculations �often
eferred to as line-by-line, LBL, approach� have to be generally
nvoked to accurately predict radiative heat transfer in participat-
ng media. LBL calculations require millions of evaluations of the
adiative transfer equation �RTE� and, therefore, consume an enor-
ous computational effort. On the other hand, the k-distribution
ethod �1,2� reorders the absorption coefficients into monotonic

-distributions and, thus, greatly reduces the computational cost
y using only ten or fewer quadrature evaluations of the RTE. The
evelopment of the full-spectrum k-distribution method �FSK� �3�
urther facilitates the application of the method to practical prob-
ems.

Challenges remain, however, in applying the FSK method to
nhomogeneous emitting and absorbing mixtures. Inhomogene-
ties in total pressure, temperature, and component gas mole frac-
ion �partial pressure� change the spectral distribution of the ab-
orption coefficient, which is critical to the FSK reordering
rocess. The effect of varying total pressure on the FSK reorder-
ng process is relatively small, as evidenced by the success of
pplying the correlated-k method in the field of meteorology,
here strong total pressure variations occur while temperatures

tay relatively uniform �1,4,5�. The effects of varying temperature
nd varying gas concentrations can be substantial, as recognized
y Rivière et al. �6–8� and by Modest and Zhang �3�. They are the
ocus of further FSK developments.

The multigroup FSK �MGFSK� �9� and multiscale FSK �MS-
SK� �10� have been developed to deal with the temperature and
artial pressure inhomogeneities. The MGFSK method arranges

1Corresponding author.
Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received October 18, 2005; final manuscript re-

eived September 27, 2006. Review conducted by Bakhtier Farouk.

ournal of Heat Transfer Copyright © 20
spectral positions into M separate groups according to their tem-
perature and partial pressure dependencies. There is no overlap
among different groups and, therefore, the method requires only
M �N �N being the number of quadrature points� RTE evaluations
without any further approximation. Although the MGFSK method
can achieve great accuracy for individual gases, groups from dif-
ferent gases are incompatible and it appears impossible to apply
the MGFSK method to problems involving inhomogeneous mix-
tures.

The MSFSK method, on the other hand, groups individual
spectral lines comprising the absorption coefficient into M sepa-
rate scales according to their temperature dependence: The over-
lap in spectrum between different scales is treated in an approxi-
mate way so that M �N RTE evaluations are required. The
MSFSK method can also treat the absorption coefficient of an
individual species in a mixture as one of its scales. It has been
found that in addition to eliminating the error caused by partial
pressure �gas concentration� inhomogeneities, breaking up a gas
mixture into gas scales reduces the error caused by temperature
inhomogeneities �11�. The multiscale approach is therefore pre-
ferred in the treatment of mixture inhomogeneities with the FSK
method.

One of the essential features of the MSFSK method is the over-
lap coefficient �, and this coefficient is determined such that the
radiative transfer in a homogeneous medium is predicted exactly
using the MSFSK scheme. At the present state of development,
however, the MSFSK method, unlike the single scale FSK method
�3�, and the spectral-line-based weighted-sum-gray-gases method
�12,13�, is limited to media surrounded by cold, nonemitting
walls. It is desirable to include wall emission in the general MS-
FSK formulation, so that the method can also handle situations in
which wall emission plays an important role in the radiative heat
transfer.

It is the purpose of this paper to introduce an effective scheme
to account for gray wall emission in the MSFSK method. The

scheme pursues the concept of the overlap coefficient and keeps

JUNE 2007, Vol. 129 / 74307 by ASME
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he original MSFSK formulation unchanged. A boundary emission
istribution function is introduced. To keep the method as practi-
al as the original narrow-band based MSFSK method, a formula
s derived that employs the same database of narrow-band
-distributions to calculate the distribution function. The math-
matical development for the boundary scheme is described, fol-
owed by validation of the approach. Sample calculations are per-
ormed for a mixture with extreme inhomogeneities in gas
oncentration and temperature, and the results are compared with
BL calculations.

heoretical Development

MSFSK Formulation With Boundary Emission. Although
he following development can easily be extended to include gray
bsorbing and scattering particles, for clarity a medium consisting
f a mixture of molecular gases is considered, and the RTE is then
ritten as �14�

dI�

ds
= ������Ib� − I�� �1�

ubject to the boundary condition

at s = 0: I� = �Ib�w +
1 − �

�
�

2�

I��n̂ · ŝ�d� �2�

ere, I� is the spectral radiative intensity, �� the absorption coef-
cient, Ib� the spectral blackbody intensity �or Planck function�,
nd wave number � is the spectral variable. The vector � contains
tate variables that affect ��, which include temperature T, total
ressure P, and gas mole fractions x: �= �T , P ,x�. The boundary
all has been assumed to be gray with � being the emittance, n̂

he surface normal, ŝ the unit direction vector of incoming ray
adiation, and � the solid angle. If one separates the contributions
o �� from the M component gases and breaks up the radiative
ntensity I� accordingly, i.e.,

�� = �
m=1

M

�m� I� = �
m=1

M

Im� �3�

hen the RTE �1� is transformed into M component RTEs, one for
ach gas or scale. In this paper, we will deal only with the treat-
ent of concentration inhomogeneities, i.e., each gas species will

e treated as a single scale. Temperature inhomogeneities will be
ddressed in a follow-up paper. Then the RTE for each gas scale is

dIm�

ds
= �m����Ib� − �����Im� for m = 1, . . . ,M �4�

t is observed that, physically, the intensity Im� for the mth scale is
ue to emission from the mth gas species but subject to absorption
rom all gases.

It is important to note that in Eq. �4�, if there is no wall emis-
ion, the spectral locations where �� contributes to the absorption
f Im� �i.e., absorption by all the scales� are only those wave
umbers for which �m� is nonzero. Therefore, the overlap region
s only a subset of those wave numbers with �m��0, across
hich absorption from other gases occurs as well. The original
SFSK formulation takes advantage of the fact that the overlap

egions for each scale are relatively small compared to the total
mission/absorption spectrum of each scale, and the fact that the
bsorption coefficients in the overlap regions are mostly small. If
here is wall emission, however, absorption by other than the emit-
ing scale will take place not just over the small overlap regions
ut across the entire spectrum. Therefore, the underlying justifi-
ation of the MSFSK scheme to treat the absorption by other
cales in the overlap region in an approximate fashion is no longer
alid, and large errors may occur.

There are several strategies to deal with wall emission. For

xample, an additional scale could be used, but this would require

44 / Vol. 129, JUNE 2007
N additional RTE evaluations, and would complicate the accurate
evaluation of an appropriate overlap coefficient. Here we propose
a strategy consistent with the logic of the MSFSK method and
requiring no additional computational cost: Wall emission is dis-
tributed across all scales according to the absorption coefficient of
each scale, that is,

at s = 0: Im� =
�m���0�
����0�

�Ib�w +
1 − �

�
�

2�

Im��n̂ · ŝ�d� �5�

where �0 denotes the reference state of the mixture. Note that the
sum of Eq. �5� over all the scales reduces to Eq. �2�. With such
distribution, wall emission exists within each scale only at the
spectral locations where medium emission takes place, and, there-
fore, the overlap approximation of the MSFSK method remains
valid.

The overlap coefficient in the MSFSK formulation is deter-
mined by considering a homogeneous medium without wall emis-
sion. Additional considerations are required to include wall emis-
sion. We now apply the FSK scheme �15� to the RTE of each
scale: First, Eq. �4� is multiplied by Dirac’s delta function ��km

−�m���0��, followed by division with the k-distribution of the
mth scale, or

fm�T0,�0,km� =
1

Ib�T0��
0

	

Ib��T0���km − �m���0��d� �6�

where, �0 and T0 refer to a reference state. The resulting equation
is then integrated over the whole spectrum, leading to

dImg

ds
= km�T0,�,gm�amIb − �mImg for m = 1, . . . ,M �7�

where

Img =�
0

	

Im���km − �m���0��d�
 fm�T0,�0,km� �8�

gm =�
0

km

fm�T0,�0,k�dk �9�

am =
fm�T,�0,km�
fm�T0,�0,km�

�10�

�mImg = km�T0,�,gm�Img +�
0

	

��
n�m

�n����	Im�

���km − �m���0��d�
 fm�T0,�0,km� �11�

Here the correlated-k �FSCK� approach has been taken and
km�T0 ,� ,gm� is the k-distribution of the absorption coefficient for
the mth scale at state � using T0 as the Planck function tempera-
ture �15�. Equation �11� defines the overlap coefficient, �m, which
represents the overlap of the absorption coefficient of the mth
scale, �m�, with those of all other scales. Overlap occurs only over
a small part of the spectrum, and the overlap coefficients �m are in
effect reordered absorption coefficients of the mth scale taking
into account the overlap with all other scales. In the MSFSK
approach, the �m are determined approximately, based on the ar-
gument that overlap effects between scales �individual gas species
in this work� are relatively small.

Applying the same reordering procedure to the boundary con-
dition �Eq. �5��, one obtains the reordered condition corresponding
to Eq. �7�:

at s = 0: Img = �m�Ibw +
1 − �

�
�

2�

Img�n̂ · ŝ�d� �12�
where
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�m =
1

Ibw
�

0

	
�m���0�
����0�

Ib�w��km − �m���0��d�
 fm�T0,�0,km�

�13�

ere �m is the boundary emission distribution function and can be
valuated from Eq. �13� without approximation.

Following the approach in the MSFSK method to determine the
verlap coefficient, we consider the radiative intensity within a
emi-infinite homogeneous gas mixture. To be consistent with the
valuation of �m for medium emission, the medium is assumed
ounded by a black wall at a different temperature than that of the
edium. The analytical solution to Eq. �7� for a homogeneous
ixture bounded by a black wall may be written as

Im =�
0

1

Imgdg =�
0

	

�mIbw exp�− �ms�fm�T,�,km�dkm

+�
0

	
km

�m
Ib�1 − exp�− �ms��fm�T,�,km�dkm = Im1 + Im2

�14�

here Im1 is short-hand for the first term �wall emission� in the
econd step, and Im2 for the second term �medium emission�; the
ixture temperature is T and the wall temperature is Tw.
The reordering of Eq. �4� can also be performed in terms of ��,

hich, for a homogeneous layer at temperature T, leads to

dImg
*

ds
=

km
* �T�Ib

f�T,�,k�
− kImg

* for m = 1, . . . ,M �15�

nd the corresponding boundary condition,

at s = 0: Img
* =

km
* �Tw�

k
Ibw 
 f�T,�,k� +

1 − �

�
�

2�

Img
* �n̂ · ŝ�d�

�16�

here

f�T,�,k� =
1

Ib�T��
0

	

Ib��T���k − ������d� �17�

Img
* =�

0

	

Im���k − ������d�
 f�T,�,k� �18�

km
* �T� =

1

Ib�T��
0

	

Ib��T��m���k − ������d� �19�

he analytical solution to Eq. �15� for a homogeneous mixture
ounded by a black wall is then written as

Im
* =�

0

1

Img
* dg =�

0

	
km

* �Tw�
k

Ibw exp�− ks�dk

+�
0

	
km

*

k
Ib�1 − exp�− ks��dk = Im1

* + Im2
* �20�

here again Im1
* abbreviates the first term �wall emission� in the

econd step, and Im2
* the second term �medium emission�.

The spectrally integrated intensity, Im, must be equal to Im
* . In

he original MSFSK formulation there is no wall emission, and
quating Im2 and Im2

* leads to the determination of the overlap
oefficient as �10,11�

�m = k kmfm�T,�,km�dkm = km
* �k�dk �21�
he overlap coefficient is then found implicitly from �10,11�
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�
0

km

km� fm�T,�,km� �dkm� =�
0

k�=�m

km
* �k��dk� �22�

In the presence of wall emission, Im1 may, in general, not be
equal to Im1

* if �m is determined from Eq. �22�, since the equation
is derived from considering medium emission only. In addition,
the evaluation of �m from Eq. �13� appears to be inconvenient. We
can, however, modify the definition for �m, Eq. �13�, such that Im1
equals Im1

* and, therefore, total intensity Im equals Im
* for the ho-

mogeneous case with a wall temperature different from the me-
dium temperature. Furthermore, the modified expression for �m
can be evaluated easily, as shown in the following.

To equate Im1 and Im1
* , the expression for Im1

* is rearranged
employing the approximation of �m, Eq. �21�:

Im1
* =�

0

	
km

* �Tw,k�
km

* �T,k�
km

* �T,k�
k

Ibw exp�− ks�dk

=�
0

	
km

* �Tw,�m�
km

* �T,�m�
km

�m�km�
fm�T,�,km�Ibw exp�− �ms�dkm

�23�

By comparison with the expression for Im1 in Eq. �14�, it is clear
that if

�m =
km

* �Tw,�m�
km

* �T,�m�
km

�m�km�
�24�

then Im1 equals Im1
* . Note that in the limit of s=0,

�
m
�

0

	

�mfmdkm = �
m
�

0

	
km

*

k
dk = 1 �25�

i.e., the modified definition of �m satisfies Eq. �13� in an integral
sense.

In Eq. �24�, the overlap coefficient �m must be calculated in any
case with or without wall emission and it is determined implicitly
from Eq. �22�. A convenient way of calculating the left- and right-
hand side of Eq. �22� using a database of narrow-band
k-distributions has been developed �11�. For a mixture of two
gases, Eq. �22� reduces to the following equation to determine, for
example, the �1–k1 relation for gas 1 �11�:

�
i=1

Nnb
Ibi

Ib
�

0

g1,i�k1�

k1,idg1,i = �
i=1

Nnb
Ibi

Ib
�

g1,i=0

1

k1,ig2,i��1 − k1,i�dg1,i

�26�

where k1,i–g1,i is the k−g distribution for the ith narrow band, Nnb
is the number of narrow bands comprising the entire spectrum,
and the NB Planck function Ibi is defined as

Ibi =�
��i

Ib�id� �27�

A similar equation can be obtained for gas 2. In the narrow-band
k–g database published by Wang and Modest �16�, the data are
organized in such a way that the narrow-band k–g pairs obtained
from the database for a certain condition correspond to the
quadrature points of a Gaussian quadrature scheme. Therefore, the
integrals in Eq. �26� can be evaluated efficiently based on the
narrow-band database.

For the ratio of km
* in Eq. �24�, a formula that is similar to the

evaluation of the right-hand side �RHS� of Eq. �26� can be derived
to calculate km

* using the same narrow-band database. Alterna-
tively, km

* can be determined by differentiating the RHS of Eq.
�22�, which must be calculated for the determination of �m. The
alternative approach was found to be accurate and robust and was

implemented as follows: The RHS is calculated from Eq. �26� for
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set of �m values using the narrow-band database; since it is a
onotonically increasing function of �m, a monotonic cubic

pline can be constructed readily; then the polynomial coefficients
or the first-order term are the km

* for the corresponding �m values.
hus, with the above-noted considerations all terms in Eq. �24�
an be evaluated efficiently from a narrow-band k–g database.
ote that km

* needs to be evaluated twice, at both Tw and T.
In summary, the wall emission distribution scheme, Eq. �5�,

ntroduces the boundary emission distribution function �m in the
SFSK formulation. The coefficient �m can be evaluated by two

pproaches: from the direct definition, Eq. �13�, and from the
odified definition, Eq. �24�. MSFSK calculations using the di-

ectly calculated �m may not recover the LBL result for a homo-
eneous medium bounded by a gray wall at a different tempera-
ure from that of the medium, due to the approximation made for
m. In addition, the direct approach involves line-by-line integra-

ion of the absorption coefficient and is, therefore, impractical for
ngineering applications. On the other hand, MSFSK calculations
sing the modified �m from Eq. �24� recover the LBL result for
omogeneous media with arbitrary boundary wall temperatures,
ince it is formulated to incorporate the approximation made for
m. In addition, the modified approach can utilize a database of
arrow-band k-distributions and is, therefore, efficient for practi-
al problems. While the direct �m does not depend on gas tem-
erature, the modified �m does since it incorporates the
emperature-dependent overlap coefficient, in order to ensure that
he radiative heat transfer in a homogenous medium is predicted
orrectly. If the gas is nonisothermal, then the modified �m is
valuated at the reference temperature.

Validation of Approach. In order to verify the accuracy of the
wo methods to calculate the boundary emission distribution func-
ion �m, the radiative heat flux emerging from a homogeneous
ayer �by volume 20% CO2, 20% H2O, and 60% N2� bounded by
gray, diffuse emitting wall is calculated by both the MSFSK and

nd the LBL method. LBL calculations provide the benchmark for
he validation of the MSFSK method. In LBL calculations, the
ITEMP �17� and CDSD �18� spectral databases are used for the

bsorption coefficients of H2O and CO2, respectively. In the MS-
SK calculations, the k–g distributions and the nongray stretching
unctions am are constructed directly from the spectral absorption
oefficients; the reference states are determined according to the
ormulas in Modest and Zhang �3�. For the purpose of validation,
he distribution function �m, from both the direct formula, Eq.
13�, and the modified formula, Eq. �24�, are calculated directly
rom the absorption coefficient of the medium. The same is true
or the evaluation of the overlap coefficient �m. The layer has a
hickness of 50 cm and the wall temperature varies from 300 K to
000 K. The calculated nondimensional exiting heat fluxes and
he percentage errors of the MSFSK calculations compared to the
BL results are plotted in Fig. 1 for a medium temperature of
000 K. The error is defined as

Error =
MSFSK − LBL

LBL
� 100% �28�

t is shown that the modified-�m MSFSK calculations �green
ash-dot lines� show small �less than 0.5%� errors, indicating that
he modified �m are correctly formulated. The MSFSK calcula-
ions using the direct �m function show slightly larger errors.

ithin the wall temperature range considered, however, the error
f using the directly calculated �m is still reasonably small.

ample Calculations
To evaluate the distribution strategy of treating wall emission in

he MSFSK method, and to illustrate the performance of the two
pproaches of computing the boundary emission distribution func-
ion �m, a few sample calculations were performed. In all cases, a
ixture of CO2-H2O-N2 confined between a hot gray wall and a

46 / Vol. 129, JUNE 2007
cold black wall was considered. The mixture was at a total pres-
sure of 1 bar and consists of two different homogeneous layers
�denoted as left and right layer/column�. Both layers had a fixed
width of 50 cm. The hot gray wall was on the left and its tem-
perature varies from 300 K to 2000 K while the right wall was
kept cold and black. The left layer contained 20% CO2 and 2%
H2O, and the right layer contained 2% CO2 and 20% H2O �i.e.,
the compositions are switched�. The radiative heat flux leaving
from the right layer and the radiative heat source within the me-
dium were calculated using the LBL method, the MSFSK method
with the direct and modified �m, and the �single scale� full-
spectrum correlated-k �FSCK� method. The FSCK method was
included in the calculations to demonstrate the improvement made
by the MSFSK method.

In the MSFSK calculations, the direct �m were constructed
from the medium absorption coefficient, while the modified �m
were computed using the database of narrow-band k–g distribu-
tions by Wang and Modest �16�, as outlined in the previous sec-
tion. When the direct �m were used in the calculation, all other
parameters, such as the k–g distribution, the stretching function
am, and the overlap coefficient �m, were also constructed directly
from the medium absorption coefficient. When the modified �m
were used, they and all the other parameters were computed using
the W&M narrow-band database �16�. In both FSCK and MSFSK
calculations, the spectral integrations over g-space were per-
formed using the trapezoidal rule together with all available data
points in order to limit the error caused by numerical integration.
Here 2000 data points were used in the FSCK and direct-�m MS-
FSK calculations, while only 128 points were available for the
modified-�m MSFSK calculations, since the modified �m were
constructed from the narrow-band database that contains at most
128 quadrature points for each of the narrow bands �16�. For
practical applications of the MSFSK methods, an efficient quadra-
ture scheme is desired, and therefore, a Gaussian quadrature
scheme with 10 quadrature points was also employed for the
modified-�m MSFSK calculations using the narrow-band data-
base. The computational cost of FSK calculations include CPU
time for both RTE solution and assembly of k–g distributions
from the narrow-band database. The MSFSK CPU time for RTE
solutions will be M-fold �number of scales� larger than the FSCK
CPU time, but remains only a tiny fraction of the LBL cost. Be-
sides the assembly of k–g distributions, the MSFSK method also
needs to compute the medium and wall emission overlap coeffi-

Fig. 1 Nondimensional heat flux leaving a homogeneous layer
containing 20% CO2 and 20% H2O at 1000 K
cients. It was found in the following sample calculations that the
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omputation of the medium and wall emission overlap coefficients
ach needs about the same CPU time as the assembly of k–g
istributions, which is also M-fold larger than that required by
SCK.
Figure 2 shows the calculated nondimensional radiative heat

uxes for the case of severe step changes in gas concentration.
he temperature of both layers was at a uniform 1000 K. Also
hown in the figure are the percentage errors of the MSFSK and
SCK calculations compared to LBL results. In the MSFSK cal-
ulations, both the direct- and modified-� approaches give small
rrors of less than 2%, and the direct-� approach performs
lightly better than the modified-� approach for higher wall tem-
eratures. In comparison, the FSCK method incurs much larger
rrors for low wall temperature, although the error decreases as
all emission becomes dominant. The better performance of the
SFSK method over the FSK method shows that the multiscale

cheme resolves the inhomogeneous problem due to partial pres-
ure variations and the scheme is robust even under conditions of
evere step changes. Figure 2 also demonstrates that the distribu-
ion scheme for wall emission and the formulation for the wall
mission distribution function are successful.

The Gaussian quadrature evaluation with ten quadrature points,
s also shown in Fig. 2, has the same order of accuracy as the
irect integration. The choice of quadrature points, however, re-
uired some attention. In general, in a FSK calculation the quadra-
ure points are chosen such that more points are distributed toward
arger g-values �corresponding to large k-values�, since the larger
-values usually determine radiative heat transfer rates if the op-
ical thickness of the medium is small to moderate. In the cases
hen wall emission becomes dominant, the part of the spectrum

orresponding to smaller k-values is nearly transparent to wall
mission. This requires the quadrature points to be distributed
oward the smaller g-values as well. In the sample calculation, a
auss-Chebyshev quadrature scheme was used that places more
oints symmetrically toward both ends of the g-range, 0 and 1.
his quadrature scheme gives errors of less than 2% compared to

he LBL results for a large range of wall temperatures �300 K to
000 K�.

Figure 3 shows the distribution of radiation heat loss for the
ame inhomogeneous medium as used in the previous calcula-
ions. Two different boundary conditions, cold black and hot gray

ig. 2 Nondimensional heat flux leaving an inhomogeneous
ayer at 1000 K with step changes in mole fraction: 20% CO2
nd 2% H2O in the left layer, with the composition switched in
he right layer
t 2000 K, for the left wall bounding the medium were consid-

ournal of Heat Transfer
ered. The distributions calculated again by LBL, MSFSK, and
FSCK methods are compared in Fig. 3. Because of the step
change in medium concentration, there is a discontinuity in the
middle of the medium since H2O is a stronger emitter and ab-
sorber than CO2: without wall emission �upper jump� H2O emits
more energy than CO2; with wall emission, H2O absorbs more
wall-emitted energy than CO2. The FSCK method responds
poorly to the step change in concentration and fails to capture the
trend predicted by the LBL approach. The MSFSK methods, on
the other hand, perform well in this severe case and follow closely
the discontinuity caused by the step change in medium concentra-
tion. Note that, when radiative heat loss is calculated using Gauss-
ian quadrature, the quadrature scheme need not put emphasis on
the lower end of the g-values, since those spectral regions have
small k-values and, therefore, negligible emission and absorption
inside the medium. However, when radiation heat flux and heat
source are calculated all at once, the quadrature scheme with em-
phasis on both ends of the g-values would be preferred.

Figure 4 shows the results for an even more severe case, in
which a step change in temperature was added to the mixture’s
inhomogeneity together with step changes in gas concentration.
The current MSFSK formulation does not deal with temperature
inhomogeneities, which will be addressed in a follow-up paper.
The error of the MSFSK method for media with temperature in-
homogeneities has been discussed in the previous MSFSK devel-
opment �11�. Here the focus is the treatment of boundary wall
emission within the MSFSK method. It is seen from the figure
that, even in the presence of a temperature inhomogeneity, the
MSFSK method performs about five times better than the FSCK
method, although, as expected, the advantage of the MSFSK
method diminishes again as the wall temperature becomes large
and wall emission dominates over medium emission. In the MS-
FSK calculations, the modified-� approach performs equally well
as the direct-� approach, but it holds the advantage of efficiency
derived from using a narrow-band k–g distribution database.

Summary and Conclusions
In this paper a distribution scheme for the treatment of bound-

ary wall emission within the MSFSK method has been proposed.
This scheme is consistent with the overlap concept of the MSFSK
method and requires no changes in the original MSFSK formula-
tion. A boundary emission distribution function has been intro-

Fig. 3 Radiative heat source distribution for an inhomoge-
neous layer at 1000 K with step changes in mole fraction: 20%
CO2 and 2% H2O in the left layer, with the composition switched
in the right layer
duced and two approaches to evaluate the function have been
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erived: a direct approach and a modified approach. The wall
mission distribution scheme and the two approaches were evalu-
ted by performing sample calculations for radiative transfer in
trongly inhomogeneous media. It was found that the distribution
cheme successfully handled boundary wall emission of arbitrary
emperature. The direct approach for the calculation of the bound-
ry distribution function is somewhat cumbersome and does not
ecover LBL results for homogeneous media. The modified ap-
roach, on the other hand, is readily evaluated at no additional
omputational cost from the database of narrow-band k–g distri-
utions used in the MSFSK scheme and does recover LBL results
or homogeneous media. For inhomogeneous media, the modified
pproach performs equally well as the direct approach.
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omenclature
a  stretching factor for FSK method
f  k-distribution function �cm�
g  cumulative k-distribution
I  radiative intensity �W/m2sr�
k  absorption coefficient variable �cm−1�

k*  overlap parameter defined in Eq. �19�
L  geometric length �cm�

M  total number of scales
n̂  surface normal
P  pressure, bar
q  radiative heat flux �W/m2�
s  distance along path �cm�
ŝ  unit direction vector
T  temperature �K�

x ,x  mole fraction �vector�

reek Symbols
�  wave number �cm−1�
�  composition variable vector

ig. 4 Nondimensional heat flux leaving an inhomogeneous
ayer with step change in mole fraction and temperature: 20%
O2 and 2% H2O at 1000 K in the left layer and 2% CO2 and 20%
2O at 500 K in the right layer
48 / Vol. 129, JUNE 2007
�  Dirac’s delta function
�  overlap coefficient defined in Eq. �11�, cm−1

�  boundary emission distribution function de-
fined in Eq. �13�

�  absorption coefficient �cm−1�
�  wall emittance

�  solid angle �sr�
�  Stefan–Boltzmann constant

Subscripts
0  reference condition
b  blackbody emission
g  spectral in g-space
i  ith narrow band

L  left layer
m  mth scale
R  right layer
w  wall
�  spectral in wave-number space
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Enhancing Thermoelectric Energy
Recovery via Modulations of
Source Temperature for Cyclical
Heat Loadings
Recent improvements in thermoelectric (TE) materials have expanded the potential to use
this technology to generate electricity from waste heat in a variety of applications. The
performance of a TE generator improves when the temperature difference across the
generator is as large as possible given the constraints associated with its application.
This paper considers the use of a “thermal switch,” located physically between the heat
source and the TE device, to modulate the heat flow through the TE device. A control
schema is envisioned which permits heat to flow from the source to the TE device only
when the source temperature is near maximum, yielding a higher time-averaged tempera-
ture drop across the TE and therefore a higher efficiency. A numerical model is used to
evaluate the benefits of an active thermal switch in series with a TE generator relative to
a baseline case defined by the absence of a thermal switch for both time-varying and
constant heat inputs. The results demonstrate that modulating the heat flow through the
TE device and maintaining the source temperature at a near constant maximal value is
capable of improving the time-averaged TE device energy recovery efficiency. For some
conditions, improved efficiencies of more than five times are realized. The requisite physi-
cal conditions necessary for achieving these improvements are also identified.
�DOI: 10.1115/1.2717238�

Keywords: thermoelectric generator, thermal switch, energy harvesting
ntroduction
Recently, breakthrough developments have been reported in

hermoelectric devices. For, example, Dresselhaus et al. have
emonstrated improvement in the ZT figure of merit as dimen-
ionality is reduced from bulk to two-dimensional quantum wells
o one-dimensional quantum wires to zero-dimensional nanowire
uperlattices �1�. In 2001, Venkatasubramanian used nanoscale su-
erlattice materials based on the concept of phonon blocking elec-
ron transmission to demonstrate ZT values of 2.4 at ambient tem-
erature, exceptionally high power densities, and 1/40,000th of
he active material mass as compared to bulk thermoelectric tech-
ology �2�. Finally, Martin described progress in the scale-up of
hermoelectric quantum well thermoelectrics. ZT values approach-
ng 5 were reported �3�.

Thus in a mere half-decade, ZT values have increased from 1 to
. Such advances have practical importance. Bell illustrated that
urpassing the threshold ZT of 2 in a cost effective manner can
nable significant use of thermoelectric �TE� energy harvesting in
he automotive industry �4�. Recently, Fairbanks of the U.S. De-
artment of Energy noted that further improvements in ZT to ap-
roximately 10 could make TE power conversion competitive
ith the internal combustion engine �5�. Finally, Elder et al. stated

ecently that for automotive applications, TE utilization is possible
f the module cost is brought down to approximately $0.10/W and

ZT value above 3 can be achieved over a broad temperature
ange �6�.

Relative to aircraft energy harvesting from power electronics,
allinan et al. �7� showed that TE technology is already at a state
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ented at the 2005 International Electronic Packaging Technical Conference and

xhibition �IPACK2005�, San Francisco, CA, USA, July 15–22, 2005.

ournal of Heat Transfer Copyright © 20
where positive system level impact can be realized. The applica-
tion they considered was energy harvesting from a concept radar
aircraft.

It is clear that TE technology is at least on the cusp of practical
feasibility. Within this context, we seek to explore the potential for
using these new thermoelectric technologies in applications where
either the heat loading is cyclic or constant but the source tem-
perature is below its maximum allowable value. Such systems
must necessarily be designed to accommodate peak heat loading
by maintaining the source temperature at or below the maximum
permissible temperatures under these conditions. Consequently,
when the heat loading is off-peak, the source temperature de-
creases, thereby diminishing the recovery efficiency of the TE
generator.

The baseline waste heat recovery system considered in this
analysis is shown schematically in Fig. 1�a�, where constant or
time-varying heat dissipated from a source passes directly into a
TE generator, where some of the heat is converted to electrical
energy. The remainder is rejected to the sink. In practice, this
system must be designed for worst case heat input scenarios
which must account for variations in source heat output, sink tem-
perature or thermal resistance, and manufacturing. Thus, for a
worst-case design, the system may operate, at least at times, well
below the maximum allowable temperature of the source, there-
fore reducing the temperature drop across the TE device relative
to the maximum possible and lowering the efficiency of energy
recovery. Such a case is illustrated by the source temperature and
TE power output time histories shown illustratively in Fig. 1�a�.

In an effort to maximize TE energy recovery, it is proposed to
employ a thermal switch having controllable thermal resistance
between the heat source and TE generator, as is shown schemati-
cally in Fig. 1�b�. This thermal switch would ideally provide a
negligible thermal resistance in its closed state and a dominant

thermal resistance in its open state. Moreover, it would ideally

JUNE 2007, Vol. 129 / 74907 by ASME
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ave a negligible thermal capacitance relative to the other ele-
ents in the system. As such, its response would be nearly instan-

aneous. Under these conditions, the thermal switch operation
ould then be as follows. If the source temperature was below its

llowable maximum, Ts,max, the switch is open. When the source
eaches a temperature at or near its maximum, the switch closes,
hereby connecting the hot side of the TE device to the source and
nabling heat transport into the TE device. The switch remains
losed only while the source remains at or near its maximum
emperature. Finally, when the source temperature falls below its

aximum value by a prescribed amount ��Ts�, the switch would
hen be reopened. The temperature and TE power output histories
ssociated with this process are shown schematically in Fig. 1�b�.
his control then would guarantee that heat is transferred to the
E device and electrical energy harvested only when the tempera-

ure drop across the TE is maximal. As a result, such control
esults ideally in greater time-averaged energy recovery by the TE
evice. Still such improvements could mean nothing if such a
evice could not be manufactured. As discussed later, we are con-
dent that MEMs approaches could be used to produce this
witch.

odel
The baseline no-control system and the actively controlled ther-
al switch system shown, respectively, in Figs. 1�a� and 1�b� are
odeled analytically. In the model, all material constants are con-

idered constant. Contact thermal resistances between the source,
hermal switch, TE, and sink are not considered. Most important,
s how the model treats the transient behavior of the TE generator.
uch behavior has been a well studied topic �8–12�. As a cooler,

he TE device instantly absorbs electric energy at the p-n junc-
ions when current is applied. Simultaneously, Joule heating re-
ults, but this thermal energy diffuses towards the p-n junction at
much slower rate than the electron flow. As a result, the TE

evice performance is temporarily enhanced until the Joule heat-

Fig. 1 Physical model considered
ng effects reach steady state. When the TE device operates as a

50 / Vol. 129, JUNE 2007
generator, Joule heating diffusion begins at the p-n junction when
a temperature difference is applied across the device. Almost in-
stantaneously, electrical energy adsorption commences, thus tem-
porarily degrading the TE device performance until Joule heating
reaches steady state. One previous study of a TE refrigerator
showed that microsecond current pulses could enhance the See-
beck effect and therefore cooler performance �13� Most relevant
for this study is that the switching cycle exceeds several seconds.
Thus, for a typical bismuth telluride TE device, the transient ef-
fects occur for very small time durations relative to the switching
time. The characteristic timescale for the dynamic response of a
typical bismuth telluride TE device can be calculated using Eq.
�1�, and is seen to be just a fraction of a second �12�. For emerging
and next generation TE technologies with substantially reduced
mass, much lower time scales are realized

�TE =
cml

kA
=

c�l2

k
=

�16 J/kg K��7730 kg/m3��0.002 m�2

3 W/m K
= 0.16 s

�1�
In contrast, the nominal time scale for the rest of the system, as

shown in Eq. �2�, can be estimated from the controlling system
thermal resistance and capacitance due, respectively, to the TE
device and the source, equal to 100 K/W and 1 J/K. Thus, the
time constant for the TE generator is less by at least three orders
of magnitude than that associated with the remainder of the sys-
tem considered. As a consequence, the relatively slow changes in
source and sink temperature are quickly accommodated by the TE
device. The TE generator can then be appropriately analyzed as if
operating in quasi-steady state

�system � RTECs = �100 W/K��1 J/kg� = 100 s �2�
All resistances and capacitances in the numerical model are

consistent with the Cauer network representation for power elec-
tronics assuming one heat source, several different materials with
corresponding resistances and capacitances, one heat sink, and
adiabatic lateral walls �14–17�.

Under these assumptions, the following system of equations
results. Conservation of energy is applied to each of the subele-
ments.

Conservation of Energy

1. Source

dTs

dt
=

1

Cs
�Qin�t� − Qout� �3a�

Here, Qin and Qout are, respectively, the heat dissipation
by the source and the heat leaving the source and passing
either into the TE device �for the baseline case� and into the
thermal switch otherwise.

2. Thermal switch

dTp

dt
=

1

Cp
�kp

�2Tp

�x2 � �3b�

3. Sink heat exchanger

dTSINK

dt
=

1

CSINK
�kSINK

�2TSINK

�x2 � �3c�

Finally, for the TE device, the quasi-steady assumption permits
determination of the TE energy recovery efficiency from the hot
side and cold side TE temperatures from Eq. �4� �18�

� =
Pout

Qout
=

TTE,H − TTE,L

TTE,H � 	1 + ZT − 1

	1 + ZT +
TTE,L 
 �3d�
TTE,H
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The boundary conditions employed for these elements are con-
inuity of heat flow and temperature at each interface. For conve-
ience all temperatures are initially set equal to the sink tempera-
ure, Tsink.

The physical model given by Eq. �3� and the specified boundary
nd initial conditions are evaluated using a finite difference for-
ulation. The ultimate aim of this formulation is to evaluate the

ime-averaged TE energy recovery efficiency shown in Eq. �4�

�̄ =
P̄out

P̄in

=

�
0

T

Pout�t�dt

�
0

T

Qin�t�dt

�4�

esults
The systems of equations given by Eq. �3� for both the baseline

ystem without thermal switching and the thermal switching sys-
em are solved via a finite difference technique in a MatLab Sim-
link environment. The benefit of using the Simulink environment
or solving this dynamic system is that an active feedback schema
an be easily employed. This active approach considered for the
hermal switch model is the use of the simplest feedback schema;
amely a “relay” or “on/off” control. More complicated control
chemes did not improve the results significantly. When the tem-
erature of the source reaches the maximum allowable or upper
et-point temperature, the thermal resistance of the switch is set to
ts minimum value. Subsequently, as heat is drawn from the
ource, the source temperature diminishes. When this temperature

able 1 Physical and spatial variables that remain fixed for all
umerical cases studied

Variable Value

CS 1 J /K
RTE 100 K/W

R̂P,LOW
0.001

ĈTE
0

ĈP
0

TSINK −20°C
ZT 3

Table 2 Numerical cases for varia

ase
o.

Control �C� or
No-control �NC�

�
�W� �̂ R̂

NC 0.85 0.5
C 0.85 0.5

a C 0.85 0.5
b C 0.85 0.5
c C 0.85 0.5
a NC 0.85 0.5
b NC 0.85 0.5
a C 0.85 0.5
b C 0.85 0.5
a NC 0.85 0.5
b NC 0.85 0.5
a C 0.85 0.5
b C 0.85 0.5
a NC 0.83 0.05
b NC 1.5 5
c NC 1.51 50
a C 0.83 0.05
b C 1.5 5
c C 1.51 50
ournal of Heat Transfer
falls below a lower set-point value, the thermal resistance is then
set to its maximum value. For the purpose of the numerical ex-
periments conducted here, the upper set-point temperature was set
to 150°C, consistent with the maximum temperature allowance
for electronic cooling, and the lower set-point temperature was
varied from 148°C to 100°C. Spatial and temporal grid insensi-
tivity of all results was assured.

The specific application considered is associated with energy
harvesting from integrated radar arrays in aircraft wings proposed
for a new type of sensorcraft. A heating rate of above 1 W/cm2

and both transient �sinusoidal� and steady-state heat rates are ana-
lyzed. Consistent with this application, the source thermal capaci-
tance, Cs, TE thermal resistance, RTE, dimensionless thermal

switch low state thermal resistance, R̂P,LOW, TE thermal resis-

tance, ĈTE, thermal switch thermal capacitance, ĈP, sink tempera-
ture, Tsink, and TE ZT value given in Table 1 are specified for all
cases. The carat in the table for the thermal resistance terms
means that the actual thermal resistance is normalized with re-
spect to the controlling thermal resistance associated with the TE
generator, whereas the carat thermal capacitance terms are nor-
malized relative to the controlling thermal capacitance associated
with the source.

In order to maximize the output power from the thermoelectric
device, the thermal resistance of the TE device was set as the
controlling thermal resistance for the system �exclusive of the
thermal switch in its high thermal resistance state�, since in order
for the TE to be effective, a majority of the system temperature
drop should occur across the TE device.

Two sets of numerical experiments were conducted. The first
set was conducted to evaluate the time-averaged efficiency of the
TE with thermal switching relative to the baseline case for no
switching subject to a sinusoidal heat input. The latter set of nu-
merical experiments was conducted to evaluate the benefits of
thermal switching for a constant heat load when operating below
maximal heat loading conditions.

Table 2 describes the test cases considered for the sinusoidal
heat input numerical experiments. In this table, the specific cases
are characterized by: the control condition; heat input amplitude;
frequency; thermal switch to TE thermal resistance; sink thermal
resistance and capacitance; and low set-point temperature. The
“no-control” condition refers to the baseline case with no thermal
switch. The heat input amplitude was selected to yield a maximum
source temperature nearly equal to the maximum allowable tem-
perature 150°C for the thermal switching cases. In all, the test

heat flow input, QIN=�+� sin„�̂t̂…

IGH R̂SINK ĈSINK

TOFF
�°C�

Evaluating
effect of

changes in:

0.01 0.1 N/A Lower set-
point

temperature
0.01 0.1 148
0.01 0.1 140
0.01 0.1 125
0.01 0.1 100
0.01 0.1 N/A Thermal

switch high
to low

resistance

1 0.01 0.1 N/A
0.01 0.1 140

1 0.01 0.1 140
0.1 1 N/A Sink thermal

capacitance
& resistance

0.001 0.01 N/A
0.1 1 140
0.001 0.01 140
0.001 0.01 N/A Frequency

of heat input0.001 0.01 N/A
0.001 0.01 N/A
0.001 0.01 140
0.001 0.01 140
0.001 0.01 140
ble

P,H

1
1
1
1
1

10
0.

10
0.

10
10
10
10
10
10
10
10
10
10
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ases assessed were chosen to evaluate changes in lower set-point
emperature, the ratio of high to low thermal resistance for the
hermal switch, sink thermal resistance and capacitance, and heat
nput frequency.

Table 3 presents similar information for the constant heat input
umerical experiments. The specific cases considered were chosen
o yield source temperatures below the allowable maximum for
he baseline system. Thus, the no-control baseline cases represent
ff-peak design conditions. These cases are posed primarily to
valuate the effect of changes in the steady heat input at constant
ontrol conditions.

Figure 2 shows the time history of the ratio of the overall re-
overy efficiency, �̄, for Case 1 with and without active control.
omparing the case of active control to no control, it is apparent

hat the active control case yields a substantially higher steady-
tate energy recovery efficiency �15.9% compared to 7.2%� which
s a remarkable enhancement. The reason for this improvement is
pparent from examination of the source temperature time history
n Fig. 3. It is clear from this figure that, in the absence of thermal
witching, the maximum source temperature is well below that
chievable with control. Thus, thermal switching yields a greater
emperature drop across the TE device when heat is permitted to
ow through it when the thermal switch is closed. Consequently

he TE energy recovery efficiency is improved relative to the no-
ontrol baseline case.

Figures 4�a� and 4�b�, which show a finer presentation of the
ase 1 time histories for the source as well as hot and cold side
E temperatures, for control and no control conditions, respec-

Table 3 Numerical cases

ase
No.

Control �C� or
no control �NC�

Case
No.

QIN
�W� R̂

a NC 6a 1.68
b NC 6b 0.84
c NC 6c 0.42
d NC 6d 0.21
a C 6a 1.68
b C 6b 0.84
c C 6c 0.42

ig. 2 Overall TE generator efficiency, �̄, for Case 1 with and
ithout source temperature control, �=0.85, �̂=0.5, R̂P,HIGH=1,

ˆ ˆ

SINK=0.01, CSINK=0.1, and TOFF=148°C

52 / Vol. 129, JUNE 2007
tively, further illustrate this difference. With active control, the
source temperature is maintained near 150°C at all times, whereas
the hot side TE temperature cycles between the source tempera-
ture and just above the sink temperature as the switch thermal
resistance state is changed. The thermal switch resistance is in its
low state �high conduction heat transfer from source to TE device�
only when the TE hot side temperature is high, whereas the ther-
mal switch is in its high state �poor conduction heat transfer from
source to TE device� when the TE hot side temperature is low.
Thus a majority of heat leaves the source when the source is near
its maximum temperature. In contrast, for the baseline system, the
source and TE hot side temperatures are nearly the same at all
times, cycling between a low of 40°C to the maximum of 100°C.

The significance of these temperature histories is apparent from
examination of Fig. 5, which shows the heat flow transient for
Case 1 with active control. Both the heat input to the source and
TE heat are shown. It is clear from Fig. 5 that at peak heat load-
ing, no switching of the thermal switch is required, since the tem-
perature �shown in Fig. 4�a�� is at its maximum. At minimum heat
loading, the thermal switch is at its high thermal resistance state.
At intermediate heat loading, the thermal switch is observed to
cycle between its high and low thermal resistances. Most interest-
ing is that the frequency of the switching increases as the source
heat input decreases. It is noted that only when the switching
frequency becomes large the assumption of quasi-steady TE op-
eration breaks down. Case 6c represents the lowest heat input that
could be appropriately considered with the quasi-steady TE
model.

constant heat flow input

IGH R̂SINK ĈSINK

TOFF
�°C�

Evaluating
effect of

changes in:

0.01 0.1 N/A

Steady heat
input rate

0.01 0.1 N/A
0.01 0.1 N/A
0.01 0.1 N/A
0.01 0.1 140
0.01 0.1 140
0.01 0.1 140

Fig. 3 Source temperature for Case 1 with and without source
temperature control, �=0.85, �̂=0.5, R̂P,HIGH=1, R̂SINK=0.01,
ˆ

for

P,H

1
1
1
1
1
1
1

CSINK=0.1, and TOFF=148°C
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Table 4 summarizes the time averaged overall TE energy recov-
ry efficiency for Case 1–5 simulations relative to changes in the
ower set-point temperature, thermal switch high state resistance,
ink thermal resistance and capacitance, and source heat fre-
uency. Most apparent from this table is that thermal switching
roduces an improved energy recovery efficiency for all cases
onsidered. The improvement is seen to be somewhat insensitive
o changes in the lower set-point temperature, as long as the lower
et-point temperature is not too low. The improvement is also seen
o be strongly dependent upon the high thermal resistance state for
he thermal switch. A thermal switch high resistance value ap-

ig. 4 „a… Source and hot/cold side of TE temperature histo-
ies for Case 1 with active control once system reached steady
tate, �=0.85, �̂=0.5, R̂P,HIGH=1, R̂SINK=0.01, ĈSINK=0.1, TOFF
148°C; and „b… source and hot/cold side of TE temperature
istories for Case 1 without active control once system
eached steady state, �=0.85, �̂=0.5, R̂P,HIGH=1, R̂SINK=0.01,
ˆ

SINK=0.1, and TOFF=148°C
roximately 10 times the TE thermal resistance is seen to be

ournal of Heat Transfer
highly desirable. The sink thermal resistance and capacitance,
which in all cases considered is at most 1 /10th that of the TE
device, is seen to have only a slight impact on the improvement.
Of course, a larger sink thermal resistance and capacitance is seen
to be detrimental to the recovery efficiency. Finally, the results
demonstrate thermal switching improvement is most prominent at
moderate source heat input frequency. When this frequency is
very large, thermal switching offers no improvement in energy
recovery since the source temperature varies only slightly with
time due to the filtering effect of the source thermal capacitance.
At very low frequencies, the recovery efficiency for the control
case is still relatively high, however, the baseline no-control re-
covery efficiency is greater than for higher source heat input fre-
quencies since the source temperature is permitted to cycle hotter
when the heat input is high. Thus, the source rejects heat to the TE
primarily when the source temperature is high, and therefore when
the temperature drop across the TE device is high.

Table 5 summarizes the overall recovery efficiencies for the
constant heat input numerical experiments. As seen in the table,
the most substantial improvement in energy recovery efficiency
occurs when the steady heat input rate is well below the rated
maximum, which results in a source temperature also well below
the maximum permissible. Case 6c shows a remarkable improve-
ment over the no-control case of 554%. These results demonstrate
that for multi-state heat generation systems, e.g., where the heat
dissipation is steady state, but can be at two or more levels, the
active thermal switch concept has the most benefit, since the
switch continues to maintain the source temperature at near maxi-
mum whenever heat is permitted to flow from the source to the TE
device.

Finally, to investigate the feasibility of using a thermal switch
in current and future applications, an additional numerical test set
was considered where the TE ZT value was varied from 1 to 5.
Both constant heat input and a variable heat input cases were
evaluated. The test conditions for this set shown in Table 6, other
than the ZT value, were identical to those employed in Case 2a,
where thermal switching was demonstrated to provide sizeable
benefit relative to no control. The constant heat input case as-
sumed a heat input of 0.84 W, and the nondimensional cyclic heat
input was considered to be 0.85+0.85 sin�0.5� W.

The energy recovery efficiency for the constant and cyclic heat
input cases is summarized in Tables 7 and 8 for ZT values of 1, 2,

Fig. 5 Source and TE heat flow transients for Case 1 with ac-
tive control once system reached steady state, �=0.85, �̂=0.5,
R̂P,HIGH=1, R̂SINK=0.01, ĈSINK=0.1, and TOFF=148°C.
3, 4, and 5, respectively, for variable and constant heat input.

JUNE 2007, Vol. 129 / 753
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hese results show that source temperature modulation for both
onstant and cyclic heat input has substantial benefit over the
ntire ZT range considered. From these results it can generally be
tated that source temperature modulation via a thermal switch is
qually beneficial for currently available TE devices and for future
tate-of-the-art high ZT devices.

onclusions and Implications for Future Research
The analysis presented here reveals the significance of active

hermal switching for TE thermal energy harvesting in applica-
ions when the heat generation may have several states, when the
eat flow or the overall thermal resistance is variable with time.
enerally, thermal management systems are designed for the
orst case heat load, and even here, always with a safety factor to
uarantee that the maximum source temperature is not reached.
he presence of an active thermal switch in series with the TE
enerator in such applications would permit maximizing the
ource temperature at all times, thereby allowing greater extrac-
ion of electrical energy. This scenario would be acceptable as
ong as the failure mode of the active thermal switch was its low
hermal resistance state. Given that thermoelectric technology is
n the cusp of practicality for automotive, aerospace, and other
pplications, the coupling of TE devices with an active thermal
witch seems to offer potential for pushing TE technology into the
ealm of commercial application in a multitude of applications.

Table 4 Summary of overall energy recovery
heat flow input

able 5 Summary of overall energy recovery efficiency with
nd without control for constant heat flow input

Table 6 Physical and spatial variable for ZT
input

Variable CS RTE R̂P,LOW ĈTE

Value 1 J /K 100 K/W 0.001 0
54 / Vol. 129, JUNE 2007
The question is “How can one make a thermal switch?” For
certain, a practical solution would necessarily be one that is com-
pact and easily integrable into a TE heat recovery system. Micro
electromechanical systems �MEMS�-based approaches likely offer
the most promise. Christensen et al. have recently reported on the
fabrication and characterization of a liquid-metal microdroplet ar-
ray for use as a thermal switch �19�. Based upon experimental
data, they infer that such a thermal switch has the potential for a
100-fold swing in thermal resistance. For satellite thermal control,
Beasley et al. have reported on a MEMS thermal switch, relying
upon electromechanical actuation to move a radiator surface into
contact with a heat source �20�.

We envision an approach similar to that shown in Fig. 6. We
propose to coat the source—TE interfaces with a dense patterning
of carbon nanofibers. These carbon nanofibers have thermal con-
ductivities on the order of diamond. A piezoelectric or thermal
bimorph actuator would be used to open and close a “vacuum”
gap. In the absence of contact with the nanofibers, the heat trans-
fer across the gap would be only by thermal radiation. Actuation
would press the nanofibers into contact with the heat source, and
the thermal resistance is anticipated to be very small.

The requisite features of the thermal switch/TE system are as
follows:

1. In its low thermal resistance state, the thermal switch MUST
have negligible thermal resistance compared to the down-
stream thermal resistances;

2. In its high thermal resistance state, the thermal switch ther-
mal resistance should be at least as great as the downstream
thermal resistances and ideally substantially greater; and

3. The TE thermal resistance should be the limiting thermal
resistance in the system when the thermal switch is “closed”
in order to maximize the temperature drop across the ther-
mal resistance device.

Substantial research is still needed to determine when such re-
quirements can be achieved.

ficiency with and without control for variable

nsitivity study for constant and cyclic heat

TSINK R̂P,HIGH R̂SINK ĈSINK TOFF

−20°C 1 0.01 0.1 140°C
ef
se

ĈP

0
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omenclature
C � heat capacity �J/K�
Ĉ � normalized heat capacity, Ĉ=C /Cs
Q � heat dissipation �W�
P � power �W�
R � thermal resistance �K/W�
R̂ � normalized thermal resistance, R̂=R /RTE
T � temperature �°C�
T � period �s�

ZT � thermoelectric device figure of merit
� � magnitude of heat input �W�
� � thermoelectric device efficiency �%�
�̄ � time-averaged overall TE energy recovery effi-

ciency �%�

able 7 Summary of overall energy recovery efficiency with
nd without control for variable heat input and varying ZT
alues

ZT

�̄ �%�

No control Control

1 3.4 8.6
2 5.6 13.8
3 7.2 17.5
4 8.5 20.2
5 9.6 22.5

able 8 Summary of overall energy recovery efficiency with
nd without control for constant heat input and varying ZT
alues

ZT

�̄ �%�

No control Control

1 3.1 7.8
2 5.1 12.4
3 6.6 15.7
4 7.7 18.2
5 8.7 20.2

Fig. 6 Conceptual thermal switch design considered
ournal of Heat Transfer
� � frequency of heat input �Hz�
�̂ � normalized heat input frequency, �̂=�RTECs
t � time �sec�
t̂ � normalized time, t̂= t / �RTECs�
x � distance �m�

Subscripts
HIGH � high resistance setting of thermal potentiometer

in � referring to dissipation by the source
LOW � low resistance setting of thermal potentiometer

out � Output leaving source
TE � thermoelectric device

TEH � hot side of thermoelectric device
TEL � cold side of thermoelectric device

p � thermal switch
s � heat source

sink � heat sink
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he aim of this work is to provide an analytical expression for the
hermal diffusivity of a material in the configuration of the pico-
econd photoreflectance experiment. It is shown that the thermal
iffusivity can be estimated from the absorption depth of the pump
eam together with the probe beam as well as the time when the
wo asymptotic behaviors of the impulse response cross. Thereby,
t is not required to measure absolute values of incident heat flux
nd average temperature on the aiming area.
DOI: 10.1115/1.2717252�

eywords: picosecond photoreflectance, thermal diffusivity, opti-
al absorption, impulse response, asymptotic behaviors

Introduction
The thermal characterization of thin deposits or thin films,

hose thickness varies from some nanometers to some microme-
ers, is now classically realized by using the picosecond photore-
ectance technique in a time range that goes from the picosecond

o the nanosecond �see for example Refs. �1–5��. As represented in
ig. 1, this technique consists of heating the surface of the sample
y using a heating laser beam of radius r0 at the surface. The
uration of the pulse is some picoseconds. A probe beam, of ra-
ius rm at the surface, is focused at the location of the heated area.
he reflected part of the probe beam depends on the average tem-
erature of the heated area. The measured quantity is the reflec-
ivity change of the probe beam that is connected to the average

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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temperature on the aiming area �disk of radius rm�. Thereby, the
average temperature can only be deduced from a calibration stage.
In practice, this stage requires much care. An objective of the
present study is to show that, under the assumption of linearity,
the thermal diffusivity of the material can be estimated accurately
without the need to measure absolute values of heat flux and
temperature.

In this work, heat transfer in the medium is mathematically
described by the Fourier law that relates the heat flux to the tem-
perature gradient according to the thermal conductivity of the ma-
terial. This means that the measurements can only be exploited
from a certain time after the pulse. This time, typically some tenth
of picoseconds, depends on the mean free path of the carriers
�electrons and/or phonons� in the medium. Specific literature is
devoted to the molecular dynamic behavior, as for example the
paper of Cahill et al. �6�.

2 Mathematical Governing Equations
The heating laser beam provides an incident heat flux density at

the surface of the material

�i�r,t� = F�r��0�t� �1�

with

F�r� = �e−� r
r0
�2

, Gaussian profile

�r0
= �1, if r � r0

0, elsewhere
, uniform profile

�2�

The absorption depth of the incident heat flux depends on the
extinction coefficient �� of the medium. This parameter is the
imaginary part of the refraction index of the medium which can be
measured using the classical ellipsometry method. It depends on
the wavelength � of the laser. This heat source is expressed from
the electromagnetic theory as

Q�r,z,t� = ���i�r,t��he−�hz �3�

In this relation 1/�h characterizes the absorption depth with �h
=4��� /� and �� is the transmittance of the medium that also
depends on the wavelength �.

The temperature T�r ,z , t� in the medium is given by the one-
dimensional linear heat diffusion equation

1

a

�T

�t
=

�2T

�z2 +
1

k
Q�r,z,t�, 0 	 z 	 
 , 0 	 r 	 
 , t � 0 �4�

where a and k are the thermal diffusivity and the thermal conduc-
tivity of the medium, respectively.

With respect to the duration of an experiment, possible heat
exchange between the medium and the ambient can be neglected

�T

�z
= 0, z = 0, 0 	 r 	 
 , t � 0 �5�
Finally, the initial condition is
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T = 0, 0 � r 	 
 , 0 � z 	 
 , t = 0 �6�
aplace transform on the temperature with respect to time is

��r,z,p� =	
0




T�r,z,t�e−pt dt �7�

herefore, relations �4�–�6� become

p

a
� =

�2�

�z2 +
1

k
�r,z,p�, 0 	 z 	 
 , 0 	 r 	 
 , t � 0 �8�

��

�z
= 0, z = 0 �9�

ccording to relations �1�–�3�, the transformed heat source term is

�r,z,p� = ��F�r��0�p��he−�hz �10�

here �0�p� denotes the Laplace transform of �0�t�. By integrat-
ng relation �8� and using Eq. �9� leads to express the solution in
he following form

��r,z,p� = H�z,p�F�r��0�p� �11�
fter some calculus, it is found that

H�z,p� =
���h

k��h
2 − �2�

��h

�
e−�z − e−�hz�, with � =
p

a
�12�

bviously, the absorption depth of the probe beam must be taken
nto account. This depth is approximately 1/�p where index p
efers to the probe laser. In this case the measured temperature is
iven by

���r,p� =	
0




��r,z,p��pe−�pz dz = H��p�F�r��0�p� �13�

ccording to relation �12�, it is found that

H��p� =
���h

k��h
2 − �2�	0


 ��h

�
e−�z − e−�hz�e−�pz dz �14�

hat is equal to

H��p� =
���h�p

k��h
2 − �2�� �h

��� + �p�
−

1

��h + �p�� �15�

inally, it is then possible to calculate the average temperature on

ig. 1 Schematic description of the photoreflectance
xperiment
he measurement area �disk of radius rm� as

ournal of Heat Transfer
���p�� =
2

rm
2 	

0

rm

���r,p�r dr = H��p��0�p�
2

rm
2 	

0

rm

F�r�r dr

�16�
According to relation �2�, it is found the expression of the average
temperature

���p�� = H��p��r0,rm
�0�p� �17�

with

�r0,rm
= � r0

2

rm
2
�1 − e−� r0

rm
�2�, Gaussian profile

1, uniform profile
� �18�

The inverse Laplace transform is performed by application of the
Stehfest algorithm �7�

T��t�� =
ln 2

t �
j=1

N

Vj���� j ln 2

t
�� �19�

with

Vj = �− 1� j+N/2 �
i=Int�� j+1�/2�

Min�N/2,j�
iN/2�2i�!

�N/2 − i� ! i ! �i − 1� ! � j − i� ! �2i − j�!

�20�

3 Expression of the Thermal Diffusivity
The impulse response is given from relation �17� with �0�p�

=1. From relation �15� it is found that the asymptotic behaviors at
the small times are

���p�� → �r0,rm

���h�p

k��h + �p��2 = �r0,rm

���h�p

��h + �p���Cp�d

1

p
,

when p → 
 �21�

On the other hand, the asymptotic behavior at the long times is

���p�� → �r0,rm

1

k�
= �r0,rm

��


k��Cp�d

1

p

, when p → 0

�22�
While equalizing these two last relations, a simple expression of
the thermal diffusivity is obtained

a =
��h + �p�2

tc�p
2�h

2�
�23�

In this relation tc is the time when the two asymptotic behaviors
cross. It is worth noting that this estimation of the thermal diffu-
sivity is independent from the beam profile.

4 Sensitivity Analysis
For this analysis the thermal properties of the deposit are k

=0.4 W m−1 K−1 and a=10−7 m2 s−1. The wavelength of the heat-
ing laser is �=400 nm.

For the first time, it is considered that the absorption depth of
the probe laser beam is equal to that of the heating laser. The
impulse response is calculated by considering first a surface ab-
sorption �� or �→
� and second a volumic absorption with four
different values of the extinction coefficient. The results are rep-
resented in Fig. 2. As mentioned in the Sec. 1, data in the time
domain �10−12, �10−11� s have no physical meaning with respect
to the Fourier law. For an ideal, but unrealistic, surface absorption
�� or �→
� the slope of the curve is equal to −1/2 in a log–log
scale, which corresponds to the typical semi-infinite behavior. The
influence of the heat penetration depth on the slope of the curve

appears clearly in the figure. The larger the absorption depth the

JUNE 2007, Vol. 129 / 757
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ore the slope tends toward zero on an increasing time domain
hich agrees with relation �21�. Considering the impulse response
ith �=3 m−1 in Fig. 2, the two asymptotic behaviors cross at

c=1.4 10−9 s. Relation �23�, with �h=�p, leads to the thermal
iffusivity of the material: ã=1.024 10−7 m2 s−1, which is very
lose to the real value.

Figure 3 shows that the absorption depth of the probe beam
ignificantly changes the form of the impulse response. This well
nown result shows that the higher the penetration depth of the
robe laser beam in the medium the lower the accuracy on the
hermal diffusivity estimation from relation �23�. Indeed, it is nec-
ssary to have sufficient points for the slope at the long times in
rder to calculate tc accurately.

Conclusion
This study deals with the thermal diffusivity estimation from a

icosecond photoreflectance experiment. With respect to the du-
ation of the pulse, the material is viewed as a semi-infinite me-
ium. The optical absorption depth of the pump beam and probe
eam plays a crucial role and must be known with high accuracy

ig. 2 Influence of heating laser penetration depth on the im-
ulse response „with �p=�h… „NFR denotes the non-Fourier
egime…
58 / Vol. 129, JUNE 2007
prior to the diffusivity estimation. A very simple relation that ex-
presses the thermal diffusivity according to the penetration depth
of the pump laser and the probe laser in the medium and to the
time tc when the two asymptotic behaviors cross has been found.
Generally, the extinction coefficient of the material can be mea-
sured with a high accuracy on a large wavelength range. Thus, the
estimation of the thermal diffusivity of the material essentially
depends on the measurement of tc.
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he hydrodynamically fully developed and thermally developing
ow inside a curved elliptic duct with internal longitudinal fins is
tudied numerically. The duct is subjected to the uniform tempera-
ure boundary condition on its wall and fins. The local and mean
usselt numbers are examined for various values of the Dean and
randtl numbers, the cross-sectional aspect ratio, and the fin
eight. The characteristics of the optimum duct, which achieves
nhanced heat transfer rates combined with low friction losses,
re determined in terms of the aspect ratio and the fin
eight. �DOI: 10.1115/1.2717254�

eywords: curved elliptic duct, thermally developing flow

Introduction
Curved pipes of circular cross section are commonly used in

ngineering design due to their ability to satisfy space and geo-
etric requirements. Studies investigating the thermal flow in

urved pipes have been published by Akiyama et al. �1� who
xamined the laminar forced convection heat transfer in a duct
ith uniform wall temperature and Kalb and Seader who consid-

red the same problem with boundary conditions of constant tem-
erature �2� and axially constant heat flux and uniform tempera-
ure peripherally �3�. Dong and Ebadian �4� studied the case of a
urved duct with elliptical cross section for constant heat flux in
he longitudinal direction and uniform temperature peripherally.
heir investigation included the effects of buoyancy forces which,
s they showed, may alter the flow and heat transfer conditions,
specially for low Dean numbers. The case of the isothermal flow
as studied by Silva et al. �5� for elliptical ducts of aspect ratios
oth lower and higher than unity.

Prakash et al. �6� studied the properties of developing flow in
traight pipes with multiple internal longitudinal fins placed in the
adial direction. Dong et al. �7� extended the research to straight
lliptical ducts with four symmetrical fins and determined an op-
imum fin height for the maximization of the heat transfer coeffi-
ient.

The present work deals with the study of the hydrodynamically
ully developed and thermally developing flow in a curved elliptic
uct with four internal longitudinal fins. The flow is studied nu-
erically with the improved continuity vorticity pressure �CVP�

ariational method �8� applied on a vertex cell type grid. The
hermal boundary condition concerned in this work is uniform
emperature both axially and peripherally. Due to the increased
ractical importance of internal duct flows, the determination of

Contributed by the Heat Transfer Division of ASME for publication in the JOUR-
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an optimum fin height that will combine increased heat transfer
rate with low friction losses is attempted. The effect of the curva-
ture and the Prandtl number on the optimum fin height is also
studied, leading to useful conclusions regarding the effectiveness
of heat transfer through curved circular and elliptic ducts with
internal fins.

2 Analysis
The fully developed velocity profiles used here are based on the

full continuity and Navier–Stokes equations for viscous flow of a
constant property fluid in a toroidal geometry with generalized,
boundary fitted �� ,�� coordinates �Fig. 1�. These equations were
solved numerically using the improved CVP method developed by
Papadopoulos and Hatzikonstantinou �8�.

The energy equation in the toroidal, generalized coordinate sys-
tem, when neglecting viscous dissipation and axial conduction, is

Ū
��

��
+ V̄

��

��
+ CJw

��

�z
=

1

Pr
�1

J
��

�2�

��2 − 2�
�2�

�� � �
+ �

�2�

��2�
+ �C� ��

��
yn −

��

��
y��� �1�

where

� = � �x

��
�2

+ � �y

��
�2

, � =
�x

��

�x

��
+

�y

��

�y

��
, � = � �x

��
�2

+ � �y

��
�2

and C=1/ ��x+1�, Ū, V̄ are the contravariant velocities; and J is
the Jacobian of transformation defined in the Nomenclature.

The duct is subjected to the thermal boundary condition of con-
stant wall temperature axially and peripherally. The thermal
boundary condition is �=1 at the walls and the fins. The mean
axial velocity, which in the present nondimensional form, coin-
cides with the Reynolds number Re, and the Dean number De are
defined by

w̄ =

	
A

w dA

	
A

dA

, Re = w̄, De = w̄
� �2�

where A is the area of the cross section.
The Nusselt number, which is used to measure the heat transfer

rate, is obtained by considering the axial overall energy balance

Nu =
1

4�1 − �b�
w*Pe

��

�z
�3�

The dimensionless bulk temperature �b is defined by the relation

�b =

	
A

w� dA

	
A

w dA

�4�

3 Numerical Implementation
The computations were conducted on a 48�48 mesh which

was chosen after numerical experiments with test grids of sizes
30�30 and 60�60. The outcome of the comparison was that the
results of the selected mesh presented a maximum difference of
2% with the first test grid and less than 1% with the second, while
in some cases for large axial pressure gradients dpa /dz the coarser
grid was inadequate and a solution could not be reached. Thus it
was concluded that the 48�48 mesh was capable of producing
results for high Dean numbers with acceptable accuracy and con-

siderable computational economy.

JUNE 2007, Vol. 129 / 75907 by ASME
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In order to assure the accuracy of the thermal results for the
urved circular finless duct the predictions of the present work
ere tested against those of Akiyama et al. �1�, who solved the

nergy equation using a flow field obtained with the boundary
orticity method. The comparison is shown in Fig. 2 where the
ocal Nusselt number is plotted against the axial length z normal-
zed with the Peclet number Pe, for various Dean and Prandtl
umbers. It is observed that for Pr=0.1 and Pr=0.7 the results
how very good agreement in both the developing Nu and its
symptotic value. The only difference of the compared results is
n the Nusselt number for case Pr=10 which, according to the
resent prediction, is found to develop and reach its asymptotic
alue further downstream compared to the predictions of Akiyama
t al. �1�. It is noted that the fluctuations that appear in the case for
r=10 in the present results, are absent from the reference study
ince they were considered numerical instabilities and were elimi-
ated from the corresponding diagrams. However, this wavy be-
avior of Nu has been observed in numerous experimental and
umerical studies. It was found from our computations that, in
greement with the observations of Dravid et al. �9�, these fluc-
uations are the result of the interaction between the thermal
oundary layer and the secondary flow.

The present results for the fully developed Nusselt number
ere compared to the computations of Kalb and Seader �2�. The

omputations were for a range of Dean numbers from 17.5 to 567

Fig. 1 Geometry and coordinate system

ig. 2 Comparison of results for the local Nusselt number be-
ween the present work and Akiyama et al. †1‡ for the case of a

urved circular finless duct

60 / Vol. 129, JUNE 2007
and for Prandtl numbers from 0.05 to 100. In 16 test cases that
were computed, the mean difference was 3.36% and the maximum
was 7.12% for the case of De=35.2, Pr=100.

4 Results and Discussion
In Fig. 3, the local Nusselt number is plotted against the axial

length normalized by the Peclet number z /Pe for b /a=0.8 and
De=62, where the various curves correspond to different fin
heights, beginning from the finless duct with H=0 and reaching a
fin height of H=0.75. The solid lines represent Prandtl number
Pr=0.7 and the dashed lines represent Pr=7. A first conclusion
that can be deduced from Fig. 3 is that increase of either Pr or the
fin height H results in a decrease of the entrance length and in-
crease of the Nusselt number. Concerning the case of Pr=0.7 in
particular, it is seen that the difference in the entrance length
between ducts of H=0 and H=0.25 is rather insignificant. How-
ever for fins of H=0.5 and H=0.75 there is a considerable reduc-
tion of the entrance length, with respect to the finless duct, of 50%
and 81% accordingly. Concerning the asymptotic value of the
Nusselt number, it is seen that the difference between the finless
duct and the duct with fins of H=0.25 is 9%. For H=0.5 there is
an increase of 39% with respect to the finless duct, while for the
case of H=0.75 the value of Nu is almost tripled, presenting an
increase of 177%. A similar behavior is observed for Pr=7.

A notable fact that can be observed from the curves of Pr=7 is
that for H=0 and H=0.25 the development of Nu presents fluc-
tuations before reaching the asymptotic value. This fluctuating
behavior is not present in the cases of H=0.5 and H=0.75, thus
leading to the conclusion that large fins have a smoothing effect
on the development of the local Nusselt number. This is attributed
to the fact that the large fins confine the transversal movement of
the fluid and reduce the secondary velocities. Although the mean
axial velocity remains constant under the constant Dean number
for the various cases of Fig. 3, the transversal flow field is less
intense for large fins and a smooth solution of the local Nusselt
number is obtained.

The dependence of the fully developed Nusselt number on De
can also be seen in Fig. 4 where Nu is plotted against De for Pr
=7 and aspect ratios b /a=0.8 and 0.5, while the various curves
correspond to different fin heights. These plots show an essen-
tially linear dependence between the two quantities for fins up to
H=0.5. For H=0.75, however, the corresponding curves consist
of an initial region with a steep inclination which fades after a

Fig. 3 Variation of the local Nu with z /Pe for De=62, b /a=0.8,
Pr=0.7, 7, and various fin heights
certain value of De.
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An important consideration concerns the effectiveness of the
se of finned ducts in industrial applications. Some information
as already been obtained from the observation that ducts with

ig. 4 Variation of the Nusselt number with De for Pr=7 and
spect ratio b /a=0.8 and 0.5

Fig. 5 Dependence of the ratio Nu/ fRe on the fin height and

with dPa /dz=−40,000, �=0.1, Pr=0.7; and „c… curved elliptic duct

ournal of Heat Transfer
fins present a smaller thermal entrance length than finless ones.
However, the most important factor is the efficiency to produce
high heat transfer rates with the least possible friction losses. Fig-
ures 5�a�, 5�b�, and 5�c� show plots of the ratio of the Nusselt
number to the friction product fRe against the fin height and the
aspect ratio of the cross section. The diagram of Fig. 5�a�, in
particular, corresponds to a straight elliptic duct. It is observed
that the use of fins is efficient only if their height ranges between
H=0.75 and H=0.82. In that interval the ratio Nu/ fRe is 0.238
and appears slightly increased compared to that of the finless duct
which is approximately 0.229. The maximum ratio appears for
aspect ratio b /a=0.5.

Figure 5�b� depicts the variation of the ratio Nu/ fRe with
height H and aspect ratio b /a for flow conditions of constant axial
pressure gradient dPa /dz=−40,000 constant curvature �=0.1, and
Prandtl number Pr=0.7. It is evident that in this case the finless
duct is by far the most efficient flow passage. The ratio Nu/ fRe
for H=0 is almost doubled compared to the straight duct and
ranges between 0.4 and 0.5 while for ducts with fins of medium
and large heights the ratio Nu/ fRe is 0.25.

A different behavior is observed in Fig. 5�c�, where the plot of
Nu/ fRe corresponds to the same conditions dPa /dz=−40,000 and
�=0.1, and Pr=7. Although the finless duct is still the most effi-
cient passage with Nu/ fRe reaching 0.47, the corresponding ratio
for the cases of medium and large fins has increased significantly
compared to the previous plot for Pr=0.7, reaching a value of
0.42. This observation leads to the conclusion that an important

aspect ratio in: „a… a straight duct; „b… a curved elliptic duct
the

with dPa /dz=−40,000, �=0.1, and Pr=7

JUNE 2007, Vol. 129 / 761
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actor, which should determine whether a finned duct should be
mployed in an application, is the medium that will be used and
articularly its Prandtl number. It is also concluded that the most
referable aspect ratio for the elliptic duct is b /a=0.8.

Conclusions
The present study examined the thermal flow in curved circular

nd elliptic ducts with internal fins. The results showed that the
nsertion of fins in a duct shortens the thermal entrance length by
ncreasing the duct surface that contacts the fluid and smoothes
he developing local Nu by confining the transversal movement of
he fluid.

Concerning the benefits from the use of finned ducts, in terms
f the ratio Nu/ fRe, it was found that for straight ducts the opti-
um values of the aspect ratio and the fin height are b /a=0.5 and
=0.78, respectively. When the curvature was included in the

omputations, the results showed that finned pipes are preferable
nly for the mediums with high Prandtl numbers, over Pr=7. The
ptimum duct dimensions in this case are b /a=0.8 and H=0.75.
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omenclature
Dh 	 hydraulic diameter
H 	 relative fin height H=Ha /a=Hb /b
J 	 Jacobian of transformation J=x�y�−x�y�

Pe 	 Peclet number �=RePr�
Pr 	 Prandtl number �=
 /��
T 	 fluid temperature

u ,v ,w 	 dimensionless velocity components
�U ,V ,W� / �
 /D �
h
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Ū, V̄ 	 contravariant velocities
w* 	 normalized axial velocity �=w / w̄�

x ,y ,z 	 dimensionless coordinates �X ,Y ,Z� /Dh

Greek Symbols
� 	 dimensionless temperature

�=�T−Tentrance� / �Tsurface−Tentrance��

 	 kinematic viscosity
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his study presents the hemispherical model to predict the hemi-
pherical total thermal radiative properties of a fiber coated with
thin film. The fiber is composed of semi-transparent media, such

s fused silica. The film is made of strong absorbing media with
hickness on the order of tens of nanometers. The film is assumed
o be “locally flat” at the point of incidence for radiative transfer
nalysis because the thickness of the film is much less than the
ber radius. Wave optics is employed to calculate the reflectance
nd transmittance of the thin film while the ray tracing method is
sed for radiative transport analysis of the fiber. Effects of film
nd fiber substrate optical properties, film thickness and tempera-
ure on predicted thermal radiative properties are investigated.
ne of the applications of the proposed model is for studying the

hemical vapor deposition of hermetic coatings on optical fibers,
n which the thermal radiative properties of the fiber–film system
eavily influence the fiber surface temperature and chemical re-
ction rate. �DOI: 10.1115/1.2717247�

Introduction
Carbon films grown by chemical vapor deposition �CVD� can

e applied as a hermetic barrier for optical fibers used in harsh
nvironments. In the CVD process, an optical fiber exiting the
raw tower traverses through a chamber mixed with inert and
eactant gas. The remnant heat from the draw tower decomposes
he hydrocarbon precursor gas, and a layer of carbon approxi-

ately 50–100 nm thick is then deposited on the surface of the
ptical fiber. Because the temperature in the reaction chamber is
ery high �typically around 1000–2000 K�, radiative heat transfer
lays an important role in predicting the fiber surface temperature
1�. The thermal radiative properties of the thin film coated fiber is
n important parameter that affects the transport phenomena and
hemical reaction rate in the CVD process. The film’s thickness
nd fiber temperature changes as the fiber traverses from the inlet
o outlet, and the thermal radiative properties also change. There-
ore, the objective of this study is to develop a numerical model to
redict the thermal radiative properties of the thin film coated
ber and investigate how parameters such as temperature and film

hickness affect the thermal radiative properties. Radiative prop-
rties of fibers with or without thin films can also be of interest for
any other applications, such as insulation �2�, photothermal ra-

iometry �3�, and optical fiber drawing �4,5�.
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Contributed by the Heat Transfer Division of ASME for publication in the JOUR-

AL OF HEAT TRANSFER. Manuscript received July 5, 2005; final manuscript received
ugust 2, 2006. Review conducted by Yogendra Joshi. Paper presented at the 2005
SME Summer Heat Transfer Conference �HT2005�, San Francisco, CA, USA, July

5–22, 2005.
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Radiative transfer in semitransparent fibers of different size has
been extensively studied. Comprehensive reviews of radiative
transport in fibrous media can be found in Refs. �6,7�. Most pre-
vious studies in predicting thermal radiative properties of fibers
are based on Mie scattering or Rayleigh scattering theory because
the diameters of the fibers are comparable or smaller than the
wavelength of interest �8�. Yamada �9� employed diffraction
theory for a relatively large sized fiber. Although most researchers
considered bare fibers in their study, the radiative properties of a
fiber coated with a dielectric film were investigated to determine
the effect of a thin film on insulation performance �2�. Most of
these studies focused on predicting the scattering phase function
and extinction �or absorption� cross section �10�, but cannot be
directly applied to predict the total hemispherical emittance or
absorptance of thin film coated fibers. Although directional emit-
tance for cylindrical geometries can be predicted by solving the
radiative transfer equation �11,12�, these models do not account
for the thin film boundary and are more involved than the ap-
proach proposed in this study. Several book chapters �8,13–15�
have been devoted to describe the ray tracing method and wave
optics to calculate the optical properties of thin films. The effect of
substrate properties on radiative properties of the thin film were
investigated by Armaly and Look �16�. Taylor and Viskanta �17�
investigated the radiative properties of thin film coated on a flat
plate for solar energy utilization. Partial coherence theory was
employed to study the thermal radiative properties of thin films by
Chen and Tien �18� as well as Anderson and Bayazitoglu �19�.

We use a ray tracing method �20,21� to model the radiative
transfer in the fiber. The ray tracing method is valid for radiative
transfer inside the fiber because the typical diameter of optical
fiber is around 125 �m and much larger than the wavelength of
interest for thermal radiation at high temperature �most radiative
energy concentrates on 0.5–30 �m or less at 1000 K or higher
temperature� as well as the coherence length �around 2 �m or less
for temperature higher than 1000 K� of blackbody radiation. In
the proposed model, the film radiative properties were calculated
using wave optics because the thickness of the film is of tens of
nanometers and interference needs to be accounted for. The above
calculated directional spectral radiative properties need to be in-
tegrated over all wavelengths of interest and all solid angles in a
hemisphere to obtain the total hemispherical properties, which can
be employed in heat transfer analysis. The film deposited on a
cylindrical substrate can be assumed be “locally flat” at the point
of incidence when the film thickness is much smaller than the
radius of the cylindrical substrate. Detailed description for meth-
odology development in cylindrical geometry will be provided in
the next section.

2 Problem Description and Analysis
A fiber–thin film structure shown in Fig. 1 is considered in this

study. The fiber–film system is diffusively irradiated by a black-
body enclosure. Figure 1�a� shows the geometry and coordinate
system used. The coordinates are locally defined, where � is the
polar angle defined by the angle of incidence with the local sur-
face normal and � is the azimuthal angle defined by the angle
between the axial direction and the projection of the ray on the
tangential plane, as shown in Fig. 1�a�. Because radiation at any
particular point on the film surface is the same �symmetry�, the
radiative properties of the fiber–film structure can be obtained by
calculating reflection and attenuation of rays launched at any one
particular point on the film surface with different � and �. In the
following description, the name electromagnetic wave is used to
describe the radiative energy propagation when the phase infor-
mation of the radiative energy is of interest. When the phase in-
formation or interference is not of concern, ray tracing is used to
describe the flow of radiative energy. As shown in Fig. 1�b�, an
electromagnetic plane wave from the source becomes reflected
and refracted by the air–film interface �outer surface of the thin

film�. The refracted wave then propagates into the film and its

JUNE 2007, Vol. 129 / 76307 by ASME
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mplitude decreases due to absorption of the film. When the wave
eaches the film–substrate interface �inner surface of the film�, it is
gain reflected and refracted. The semitransparent media in the
ber then further absorbs the radiative energy of rays penetrating

nto the fiber. The surviving wave is then reflected and refracted at
he film–substrate interface again. For clarity of illustration, the
oynting vector �indicating the direction of wave propagation�
hown in Fig. 1�b� is chosen to be aligned with the cross section in
his particular case, i.e., the azimuthal angle of the Poynting vec-
or �=� /2.

2.1 Optical Properties of the Film. The thin film coated on
he fiber is assumed to be isotropic and homogeneous. The air–
lm and film–fiber interface is optically smooth because the thick-
ess of a typical hermetic carbon film is roughly 50–100 nm,
hich is three orders of magnitude less than the diameter of a

ypical optical fiber. The path length of the electromagnetic wave

ig. 1 Schematic of system geometry and coordinates for this
tudy. To demonstrate the effect of thin film, drawing is not to
cale. „a… Geometry and coordinates of the optical fiber-thin
lm structure; „b… Cross section view of the system, the inci-
ent wave is assumed to be aligned with the cross section.
n the film is therefore very small, compared with the fiber radius.

64 / Vol. 129, JUNE 2007
The change of orientation of the local coordinates for defining
angles, shown as �� in Fig. 1�b�, is very small and its effect on �
and � can be neglected. Therefore, the refracted angle from the
air–film interface equals the incident angle for the film–fiber in-
terface. Both angles are denoted as �2 in Fig. 1�b�. In other words,
because the thickness of the film is much less than the radius of
the optical fiber, the film can be assumed to be “locally flat” for
calculating wave propagation in the film without introducing sig-
nificant errors. The generalized Snell’s law can be used to describe
wave propagation at these two interfaces

N1 sin �1 = N2 sin �̄2 = N3 sin �3 �1�

where N1, N2, and N3 are complex refractive indices of air, film,
and fiber, respectively. Air is almost transparent for all wave-
lengths of thermal radiation, therefore, the imaginary part of N1
equals to zero, or N1=n1, where n1 is the real part of N1. For an
absorbing film, both the real and the imaginary parts, are impor-
tant in order to calculate the wave propagation at the interface, or

N2=n2+ ik2. It is noted that sin �̄2 is complex because N2 has a

complex component ik2. Therefore, �̄2 does not represent the di-
rection of the Poynting vector in the film. The substrate media is
assumed to be weakly absorbing, i.e., the imaginary part of the
refractive index is very small �k3 is much less than 0.1 for fused
silica at wavelength range 0.5–8 �m, while n3 is approximately
1.5�. Therefore it can be neglected in the film–fiber interface re-
flection and transmission calculations without causing significant
error, or N3=n3.

For the electric vector perpendicular and parallel to the incident
plane transverse electric �TE� and transverse magnetic �TM�
waves, the reflectance and transmittance of the thin film can be
obtained based on wave optics. It is not shown in this paper due to
brevity and details can be found in Refs. �13� or �15�.

2.2 Radiative Transfer in the Fiber. The radiative transfer in
the fiber is calculated using the ray tracing method because the
diameter of a typical optical fiber is much larger than the wave-
length of interest and the coherence length of blackbody emission.
As noted before, because the thickness of the film is much smaller
than the radius of the fiber, the incident angle of the film–fiber
interface is assumed to be equal to the refracted angle at the air–
film interface, both shown as �2 in Fig. 1�b�. It can also be found
that the change of azimuthal angle is insignificant when the film
thickness is small, i.e., the incident azimuthal angle at the film–
fiber interface approximately equals the incident azimuthal angle
at the air–film interface, shown as � in Fig. 1�a�. Details on the
ray tracing method for cylindrical media can be found in Refs.
�20,21�. The directional transmittance of the fiber can be derived
as the following. The pathlength of a ray incident on the fiber and
leaving the fiber can be written as

S =
2Rf cos �3

cos �
�2�

where Rf is the radius of the fiber; and � is the angle between the
refracted ray and its projection on the cross section. From the
geometry, it can be calculated using the following equation

cos2 � = cos2 �3 + sin2 �3 sin2 � �3�

The transmittance of the fiber is then

Tf = exp�− �3S� �4�

2.3 Radiative Transfer in the Fiber–Film System. The
overall radiative properties of the fiber–film system are modeled
as a cylindrical fiber with the surface properties of the film. The
radiative energy that is reflected and escaped from the fiber–film
system is defined as “scattering” in the following discussion. The
proportion of scattered radiative energy by the combined structure
can be calculated as the summation of the reflectance of the thin

film and the portion of radiative energy that penetrates into the

Transactions of the ASME
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ber and escapes from the air–film interface after multireflection
n the fiber. It should be noted that �1 and � defined based on the
ocal coordinates are constant after multireflection because of axi-
ymmetry. Therefore, the proportion of radiative energy scattered
way by the fiber–film system can be written as

R��1,�� = Rw��1� + �
j=1

�

Rj��1,�� �5�

here Rw is the reflectance of the film. Rj is the proportion of
nergy leaving the fiber–film structure after the jth reflection from
he film–fiber interface. To emphasize that these parameters are
irectionally dependent, their angular coordinates are given in pa-
enthesis. Rj can be calculated by taking into account the trans-
ittance of the fiber and transmittance and reflectance of the film

Rj = Tw
2 Tf�RwTf� j−1 �6�

he incident wave from the blackbody is usually assumed to be
andomly polarized in literature, therefore, the scattering propor-
ion of energy by the film–fiber system is then the average of the
E and TM waves

R��1,�� = 1
2 �R���1,�� + R���1,��� �7�

he incident irradiation is assumed to be diffusive, and the pro-
ortion of radiative energy scattered by the fiber–film system at
he local hemisphere can be calculated as

R̄ =
1

�
�

2�

R��1,��cos �1 d	 �8�

ue to energy conservation and the Kirchhoff’s law, the direc-
ional and hemispherical emittance and absorptance of the fiber–
lm system can be calculated as

���1,�� = 
��1,�� = 1 − R��1,�� �9�

nd

�̄ = 
̄ = 1 − R̄ �10�

he total hemispherical absorptance and emittance are then calcu-
ated by integrating the spectral hemispherical emittance over
avelengths of interest for temperature T

�t�T� = 
t�T� =

�
0

�


̄�e�,T��,T�d�

�T4 �11�

he integration in Eq. �11� is carried out from 0.5 to 30 �m in this
tudy. For thermal radiation, this wavelength range covers more
han 99.5% of the radiation energy for temperature of
000–2000 K.

Results and Discussion
Because of lack of radiative property data for a fiber–film sys-

em in the literature, the verification of the proposed model is
arried out by comparing the results of the ray tracing method for
late geometry and wave optics results for free standing films
eparately with data in the literature �8,15,18�. These results show
n exact match when the same methods are employed �data not
hown�.

To facilitate the discussion and parametric study, a baseline
ase is used in the following sections. The following optical pa-
ameters are used unless indicated otherwise in the discussion:
ber refractive index N3=n3=1.4, fiber optical thickness R
�Rf =0.675, film refractive index N2=4+3.5i, film thickness L
50 nm, temperature of fiber–film system T=1000 K, and N1=1.
ccording to the Kirchhoff’s law, the effective emittance equals to
he absorptance, therefore, the observed trends in predicted emit-

ournal of Heat Transfer
tance or absorptance in the following discussion is explained us-
ing the emission or absorption or both, depending on the physics
needed to explain the phenomena.

3.1 Effect of Substrate Optical Properties. The effect of
fiber optical thickness R on total hemispherical emittance for a
bare fiber and fiber–film system is demonstrated in Fig. 2. As one
may expect, the emittance increases with increasing fiber optical
thickness. However, the degree of emittance increase for a fiber–
film system is not as substantial as for a bare fiber. This is because
the reflectivity of the fiber–air interface is fairly small for a bare
fiber, so the emission to the environment is highly dependent on
the optical thickness of the fiber. For the fiber–film system, the
film reflects and absorbs a substantial amount of energy before a
ray reaches the fiber, therefore, the change of fiber optical thick-
ness does not significantly change the absorptance or emittance. It
is noted that the emittance of a bare fiber can exceed the emittance
of a fiber with a film when the optical thickness of the fiber is
high. It is because the reflectivity of the air–fiber interface is much
less than that of the air–film interface, consequently, more radia-
tive energy is able to penetrate into the bare fiber and yields
higher absorptance than the film–fiber system when the fiber op-
tical thickness is high.

3.2 Effect of Film Optical Properties. Figures 3 and 4 illus-
trate the effect of film optical properties on the hemispherical total
emittance of the fiber–film system. The emittance and absorptance
decreases monotonically when increasing the real part of film re-
fractive index n2. It is because the reflectance of the film increases
monotonically with increasing n2, as seen in Fig. 3. As a result,
less radiative energy is able to penetrate into the fiber and leads to
smaller absorptance when n2 is higher. The effect of the imaginary
part of the refractive index �extinction coefficient� �2 is more
complicated. When the extinction coefficient of film is small com-
pared with the real part of refractive index n2, change of �2 does
not have a significant effect on the film reflectance. However, the
film becomes more absorbing as �2 increases. Therefore, the emit-
tance and absorptance increases with increasing �2 within this
range. As �2 becomes comparable with n2, its effect on film re-
flectance becomes more significant. The film reflectance increases
with increasing �2. Therefore, although the film becomes more
able to absorb energy with increasing �2, less radiative energy is
able to transmit into the film being absorbed. The absorptance and
emittance decreases with increasing �2 within this range. Such a
trend is more apparent when the fiber is transparent, or R=0, as
shown in Fig. 4. In such cases, the emission and absorption are

Fig. 2 Effect of the nondimensional fiber optical thickness �R
on emittance of fiber–film system
purely from the film, therefore, the predicted emittance and ab-
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orptance are smaller than for a semitransparent fiber.
The effect of film thickness on emittance and absorptance is

hown in Fig. 5. It can be seen from the figure that the emittance
ncreases with film thickness in the initial stage, and start to de-
rease as the film grows further, until it reaches a constant value.
he fiber–film emittance equals a bare fiber when the film thick-
ess is zero. As the film starts to deposit on the fiber, an additional
ayer of absorbing and emitting material is added to fiber, there-
ore, the emittance starts to increase. For a transparent fiber with
R=0, i.e., the fiber is not emitting, such a trend is more promi-
ent. As the film thickness increases further, the transmittance of
he film becomes smaller, the film becomes opaque, and the pre-
icted emittance becomes dominated by the air–film interface. In
act, for the cases shown in Fig. 5, when the film thickness is
arger than 100 nm, the film transmittance is small enough that the
ifference in the fiber substrate �transparent or semi-transparent�
oes not affect the predicted emittance significantly.

3.3 Effect of Temperature. Since the spectral emittance and
bsorptance is wavelength dependent, it is expected that the total
mittance should be a temperature dependent property because the
missive power in Eq. �11� is both temperature and wavelength
ependent according to Planck’s law. Such a temperature depen-
ence could be important for heat transfer analysis. Figure 6 pre-

ig. 3 Effect of real part of film refractive index on fiber–film
mittance and film reflectance

ig. 4 Effect of imaginary part of film refractive index on fiber–

lm emittance and film reflectance

66 / Vol. 129, JUNE 2007
sents the temperature dependent emittance of a bare fiber com-
pared to a fiber with 50-nm-thick film. For the bare fiber, because
the optical thickness is not wavelength dependent, the predicted
spectral emittance is wavelength independent. Therefore, the total
emittance is not temperature dependent, as seen from Eq. �11�. For
the fiber coated with a film, the dependence of total hemispherical
emittance on temperature is almost linear, despite many compli-
cated factors that affect the spectral emittance. Similar linearity is
observed in predicted emittance of a weakly absorbing film on a
strongly absorbing substrate �22�. However, because the film in
this study is strongly absorbing, the trend of the linearity is ex-
actly the opposite; the total hemispherical emittance is predicted
to be decreasing with increasing temperature in this study. This
can be explained by the almost linear increase of film reflectance
with temperature. Although such a trend can be different when the
optical properties of the film and fiber are wavelength dependent,
in general, the spectral properties at small wavelengths have more
weight on the total properties as temperature increases due to
Planck’s law.

4 Conclusions
In conclusion, the hemispherical total emittance and absorp-

tance of a semi-transparent fiber coated with a thin absorbing film

Fig. 5 Effect of film thickness on the emittance of fiber–film
system and transmittance of film

Fig. 6 Effect of temperature on emittance of a bare fiber and

fiber–film system as well as reflectance of film

Transactions of the ASME
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s investigated. Wave optics is used for thin film analysis while the
ay tracing method is used for the fiber analysis. It is found that
he presence of a thin absorbing film has profound effects on the
redicted thermal radiative properties. For example, the emittance
f a bare fiber can be higher than a fiber coated with a strongly
bsorbing film when the optical thickness of the fiber is large. The
ffect of fiber substrate and film optical properties and film thick-
ess on predicted absorptance and emittance is investigated. It is
ound that the effects of these parameters are strongly interdepen-
ent. For example, the effect of substrate optical thickness can be
ery significant when the film thickness is small, and negligible
hen the film thickness is large, as seen in Fig. 5. The predicted

otal hemispherical emittance and absorptance are found to be
ependent on temperature even for “gray media.”
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omenclature
e � hemispherical spectral emissive power,

W/m2 �m
k � imaginary part of complex refractive index,

extinction coefficient
L � film thickness, m
N � complex refractive index
n � real part of complex refractive index
R � reflectance
r � reflection coefficient
S � path length of a ray penetrating through a

fiber, m
T � temperature, K, transmittance
t � transmission coefficient

reek Letters
� � absorption coefficient, m−1, absorptance
� � nondimensionalized parameter

 � emittance
� � nondimensionalized film thickness
� � angle between a ray and its projection on cross

section
� � wavelength, �m
� � polar angle for direction
� � azimuthal angle for direction
 � optical thickness
� � Stefan–Boltzmann constant

ubscripts
1,2 ,3 � media 1, 2, and 3
f � fiber

ournal of Heat Transfer
w � wave optics for film
g � geometry optics for film
t � total properties

� � spectral property
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